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ABSTRACT

We report a measurement of the Type la supernova (SN la)nmaelaxy clusters &1.9 < z < 1.45 from
theHubble Space Telescope (HSOluster Supernova Survey. This is the first cluster SN lamaasurement

with detectect > 0.9 SNe. Finding8 + 1 cluster SNe la, we determine a SN la raté)di0 ™) 75 (stat) ") 59
(sys)h2, SNuB (SNuB= 102 SNe L', yr™!). In units of stellar mass, this translatesita6*{ 1§ (stat)

007 (sys)hZ, SNUM (SNuM= 10! SNe M ' yr~1). This represents a factor ef 5 + 2 increase over
measurements of the cluster ratezak 0.2. We parameterize the late-time SN la delay time distrilbutio
with a power law: ¥'(¢) o t°. Under the assumption of a cluster formation redshift pf= 3, our rate
measurement in combination with lower-redshift cluster I8Nates constrains = —1.317035, consistent
with measurements of the delay time distribution in the fi€ldis measurement is also consistent with the
value ofs ~ —1 typically expected for the “double degenerate” SN la prdgerscenario, and inconsistent
with some models for the “single degenerate” scenario ptiedj a steeper delay time distribution at large delay
times. We check for environmental dependence and the irdtuehyounger stellar populations by calculating
the rate specifically in cluster red-sequence galaxiesrantirphologically early-type galaxies, finding results
similar to the full cluster rate. Finally, the upper limit ofie host-less cluster SN la detected in the survey
implies that the fraction of stars in the intra-cluster nuedliis less than 0.405% confidence), consistent with

measurements at lower redshifts.
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1. INTRODUCTION tion (IMF) of the stellar population, the distribution ofiin

Type la supernovae (SNe la) are widely accepted to petidl separation and mass ratio in binary systems, and the
the result of the thermonuclear explosion of a carbon-omyge €volution of the binary through one or more common enve-
(CO) white dwarf (WD). The explosion is believed to occur 10P€ (CE; see, e.gyungelson 200pphases. Theoretical de-
as the WD nears the Chandrasekhar mass by accreting ma%%y time distributions were computed analytically followi
from its companion star in a binary system. Despite the con- '€ Proposal of both the SDGfeggio & Renzini 1988and
fidence in this basic model, many uncertainties remain about?P (Tornambe & Matteucci 1986Tornambe 198pscenar-
the process that leads to SNe la (4o 2001, for a re- ios. Later, theoretical DTDs were extended to include var-
view). Chief amongst them is the nature of the companion [0US subclasses of each model and a wider range of param-
donor star. The leading models fall into two classessthgle  €ters Tutukov & Yungelson 1994Yungelson & Livio 2000

degeneratscenario (SDWhelan & Iben 1978 and thedou- ~ Matteucci & Recchi 2001 Belczynski et al. 2005Greggio
ble degeneratscenario (DDjben & Tutukov 1984Webbink ~ 2009. In various recent numerical simulations, different
1984. In the SD scenario the companion is a red giant or Plausible prescriptions for the initial conditions andfiee bi-
main sequence star that overflows its Roche lobe. In the DD evolution have lead to widely ranging DTDs, even within
scenario, the companion is a second WD which merges withON€ _scenario Hachisu etal. 2008 Kobayashi & Nomoto

the primary after orbital decay due to the emission of geavit 2009 Ruiter et al. 2009Mennekens et al. 20J0A measure-
tional radiation. ment of the DTD then must constrain not only the relative

A better understanding of the SN la progenitor is de- contribution of various progenitor scenarios, but alsoitfie

manded from both an astrophysical and a cosmological per-i2l conditions and CE phase, which is particularly pooop<
spective. Astrophysically, SNe la dominate the produc- strained. Still, most simulations show a difference in tA&2D

tion of iron (e.g.Matteucci & Greggio 1986Tsujimoto etal. ~ Shape between the SD and DD scenarios. In both scenarios,
1995 Thielemann et al. 1996and provide energy feedback the SN rate is greatest shortly after star formation andwgrad
(Scannapieco et al. 20pén galaxies. Knowledge of the ally decreases with time. However, the SD scenario typicall
SN la rate is necessary to include these effects in galaxySNOWs @ strong drop off in the SN rate at large delay times not
evolution models. However, an accurate prediction of the S€€N in the DD scenario (but seachisu et al. 2008

SN la rate in galaxies of varying ages, masses and star for- 1 1€ DTD can be measured empirically from the SN la rate
mation histories requires a good understanding of the pro-in Stellar populations of different ages. Measurementseeor
genitor process. This is particularly true for higher réfish  12ting SN rate with host star formation rate or star formatio
where direct SN rate constraints are unavailable. From ahisStory have now confirmed that the delay time spans a wide

cosmological perspective, the progenitor has become a cenf@nd€, from less than 100 Myr (e.gwibourg et al. 200Bto
tral concern following the use of SNe la as standardizable Many Gyr (.g..Schawinski 200p Correlations with star

candles in the discovery of dark energjigéss etal. 1098  formation rates Nannucci et al. 20052006 Sullivan et al.
Perlmutter etal. 1999 With hundreds of SNe now being 2008 Pritchet et al. 2008show that SNe W'tg' progenitor ages
used in the precision measurement of cosmological param-< & féw hundred Myr comprise perhap$0% of all SNe la.
eters (e.g.Hicken et al. 2009Amanullah et al. 201)) astro- Measurements as a function of stellar ageténi et al. 2008

physical sources of systematic error will soon become igni Brandt etal. 201)) show that the rate declines with delay
icant. While the unknown nature of the SN progenitor system {ime as expected. .
is unlikely to bias measurements at the current level of unce  |L1S more straightforward to extract the DTD in stellar pop-

tainty (Yungelson & Livio 2000 Sarkar et al. 2008 it could ulations with a narrow range of ages (with a single burstanf st

become a significant source of uncertainty in the futuret as i formation being the ideal). Galaxy clusters, which are dom-

leaves open the question of whether high-redshift SNe &re di inated by early-type galaxies, provide an ideal envirormen
ferent than low-redshift SNe in a way that affects the irgdrr ~ [OF constraining the shape of the DTD at large delay times.
distance. Early-type galaxies are generally expected to have formed

Measuring the SN la rate as a function of environ- early ¢ = 2) with little star formation sinceStanford et al.

ment has long been recognized as one of the few avail-1998 van Dokkum etal. 2001 Cluster early-type galaxies

able methods for probing the SN la progenitor (e.g., in particular form even earlier than those in the field, with
Ruiz-Lapuente et al. 1995Ruiz-Lapuente & Canal 1998  MOSt star formation occurring at> 3 (Thomas et al. 2005
Yungelson & Livio 2000. SN la rates constrain the progeni- Sanchez-Bazquez et al. 20065obat et al. 2008 Measuring
tor scenario via the delay time distribution (DTD), where*d ~ the cluster SN la rate over a range of redshifts frors= 0

lay time” refers to the time between star formation and SN la [0 # >f1 provides a measurement of the SN la rate at delay
explosion. The DTD is the distribution of these times for a times from~2 to 11 Gyr. Obtaining an accurate rate at the

population of stars, and is equivalent to the SN la rate as ghighest-possible redshift is crucial for constraining shepe

function of time after a burst of star formation. The delay IOf the Ilate-time DTS: a larger redshift range corresponds to
time is governed by different physical mechanisms in the dif |arger lever arm in delay time. .
ferent progenitor scenarios. For example, in the SD soenari In addition to DTD constraints, there are also strong moti-

when the donor is a red giant star the delay time is set by thevations for measuring the cluster SN la rate from a perspec-

time the companion takes to evolve off the main sequence. intive of cluster studies. SNe la are an important source of iro

the DD scenario, it is dominated by the time the orbit takes 11 the intracluster medium (e.d.oewenstein 2006 Cluster

to decay due to gravitational radiation. The result is that t >\ rates constrain the iron contribution from SNe and, paire

shape of the DTD depends on the progenitor scenario. with measured iron abundances, can also constrain possible
However, the interpretation of the DTD is complicated by €nrichment mechanismsi@oz & Gal-Yam 2004 The high-

its dependence on other factors, not all of which are com-"€dshift cluster rate is particularly important: measugets
pletely understood. These include the initial mass func- show that most of the intracluster iron was produced at high

redshift Calura etal. 2007 The poorly-constrained high-
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redshift cluster rate is one of the largest sources of uncer-
tainty in constraining the metal-loss fraction from ga&xi
(Sivanandam et al. 2009

Cluster SNe la can also be used to trace the difinse
tracluster stellar component. Intracluster stars, bound to
the cluster potential rather than individual galaxies, ehav
been found to account for anywhere frof% to 50%
of the stellar mass in clusters (e.gzerguson etal. 1998
Feldmeier et al. 1998Gonzalez et al. 20Q0~eldmeier et al.
2004 Lin & Mohr 2004; Zibetti et al. 2005 Gonzalez et al.
2005 Krick etal. 2006 Mihos etal. 200h The use of
SNe la as tracers of this component was first demonstrated b
Gal-Yam et al (2003 who found two likely host-less SNe la
out of a total of seven cluster SNe la(6 < z < 0.19
Abell clusters. After correcting for the greater detectafn
ficiency of host-less SNe, they determined that on average
the intracluster medium contained’ 7% of the total cluster
stellar mass. The intrinsic faintness of the light from antr
cluster stars, combined withi + z)* surface brightness dim-

ming, makes surface brightness measurements impossible at

redshifts much higher than = 0.3. Type la supernovae,
which are detectable up to and beyone- 1, provide a way
to measure the intracluster stellar component and its iplessi
evolution with redshift.

The cluster SN la rate has recently been measured at lowe
redshifts ¢ > 0.3) in several studiesSharon etal. 20Q7
Mannucci et al. 2008Dilday et al. 2019, and at intermedi-
ate redshift £ ~ 0.6) by Sharon et al(2010. However, at
higher redshifts{ > 0.8), only weak constraints on the high-
redshift cluster la rate exist, based on 1-2 SNe la-at0.83
(Gal-Yam et al. 200R In this paper, we calculate the SN la
rate in0.9 < z < 1.45 clusters observed in thdST Clus-
ter Supernova Survey. We address the host-less SN la frac
tion, and use our result to place constraints on the late-tim
DTD in clusters.Maoz et al.(201Q hereafter Maoz10) have
already combined our results with iron abundance measure
ments and rate measurements in other environments to plac
even tighter constraints on the SN la DTD.

This paper is organized as follows. & we review the sur-
vey, placing particular emphasis on the aspects relevaheto
rate calculation. Ir§3 we describe the selection of supernova
candidates used in this rate calculation and the deteriomat
of supernova type for these candidates. §4nwe carry out
efficiency studies to determine the detection efficiencywf o
SN selection. Ir$5 we measure the luminosity of the clusters
based on data from the survey. §6 we present results and
characterize systematic errors. We discuss interpretfar
the delay time distribution and conclude §i. Throughout
the paper we use a cosmology with= 70 km s~* Mpc—*,

Qu = 0.3, Qx4 = 0.7. Unless otherwise noted, magnitudes
are in the Vega system.

This is one of a series of papers presenting supernova re
sults from theHST Cluster Supernova Survey (Pl Perlmut-
ter; HST program GO-10496). The survey design, super-
nova search, spectroscopic confirmation, and an initial lis
of supernova candidates is describedgwson et al(2009
hereafter Dawson09). Additional spectroscopy is reparied
Morokuma et al(2010, and ground-based IR photometry is
reported inMelbourne et al(2007). Several other papers are
either submitted or in preparation, including a detailedigt

edshift Galaxy Clusters

cosmological constraints (Suzuki et al.) The volumetrimnn
cluster) SN rate from the survey will also be presented in a
separate paper (Barbary et al.) using the SN selection and
typing presented here.

2. THE SURVEY

The details of theHST Cluster SN Survey are described
in Dawson09. Here, we briefly summarize the survey and
highlight the details relevant to the rate calculation. She
vey targeted 25 massive galaxy clusters in a rolling search

etween July 2005 and December 2006. Clusters were se-
ected from X-ray, optical and IR surveys and cover the red-
shift range0.9 < z < 1.45. Twenty-four of the clusters have
spectroscopically confirmed redshifts and the remainiong-cl
ter has a photometric redshift estimate. Cluster positicats
'shifts and discovery methods are listed in TahleNote that
cluster positions differ slightly from those reported inviba
son09 due to the use of an updated algorithm for determining
cluster centers.
During the survey, each cluster was observed once every 20
to 26 days during it$HST visibility window (typically four
to seven months). Figureshows the dates of visits to each
cluster. Each visit consisted of four exposures in the FE50L
filter (hereafterzgsg). Most visits also included a fifth expo-
Sure in the E775W filter (hereaftér;s). We revisited clusters
D, N, P, Q, R and Z towards the end of the survey when they
became visible again.

Immediately following each visit, the fourgsy expo-
sures were cosmic ray-rejected and combined using M
TIDRIZzzLE (Fruchter & Hook 2002Koekemoer et al. 2002
and searched for supernovae. Following the technique em-
ployed in the earliest Supernova Cosmology Project searche
{Perlmutter et al. 19951997, we used the initial visit as a
reference image, flagged candidates with software and then
considered them by eye. Likely supernovae were followed

up spectroscopically using pre-scheduled time on the Keck,
QLT and Subaru telescopes. For nearly all SN candidates,
either a live SN spectrum or host galaxy spectrum was ob-
tained. In many cases, spectroscopy of cluster galaxies was
obtained contemporaneously using slit masks. Candidates
deemed likely to be at higher redshift & 1) were also ob-
served with the NICMOS camera ST, but these data are
not used in this work.

A number of visits were contingent on the existence of an
active SN. At the end of a cluster’s visibility window, thesta
two scheduled visits were cancelled if there was no live SN
previously discovered. This is because a SN discovered on
the rise in either of the last two visits could not be followed
long enough to obtain a cosmologically useful light curve. |
addition, supplementary visits between pre-scheduleitsvis
were occasionally added to provide more complete lighteurv
information for SNe (in the case of clusters A, C, Q, and U).
We call all visits contingent on the existence of an active SN
“follow-up” visits (designated by open circles in Fit).

3. SUPERNOVA SELECTION

During the survey, our aim was to find as many supernovae
as possible and find them as early as possible in order to trig-
ger spectroscopic and NICMOS followup. Thus, software

of the cluster and SN host environments (Meyers et al., herethresholds for flagging candidates for consideration wete s

after Meyers10), a determination of the NICMOS zeropoint
for faint sources (Ripoche et al.), and light curve fittinglan

very low, and all possible supernovae were carefully censid
ered by a human screener. Over the course of the survey,
thresholds were changed and the roster of people scanm@ng th
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Cluster positions and redshifts

ID Cluster Redshift R.A. (J2000) Decl. (J2000) Discovery
A XMMXCS J2215.9-1738 1.45 22 15m 593.0 —17° 37 59" X-ray
B XMMU J2205.8-0159 1.12 220 05™ 50%.6 —01° 59’ 30" X-ray
C XMMU J1229.4+0151 0.98 120 29m 295 2 +01° 51/ 21" X-ray
D RCS J0221.6-0347 1.02 02h 21™ 423 .2 —03° 21’ 52" Optical
E WARP J1415.1+3612 1.03 14h 15m 1151 +36° 12/ 03" X-ray
F ISCS J1432.4+3332 111 14P 32™ 2851 +33° 33" 00” IR-Spitzer
G ISCS J1429.3+3437 1.26 14h 29m 1787 +34° 37/ 18" IR-Spitzer
H ISCS J1434.4+3426 1.24 14P 34™ 283 .6 +34° 26’ 22" IR-Spitzer
| ISCS J1432.6+3436 1.34 14h 32™ 3858 +34° 36’ 36" IR-Spitzer
J ISCS J1434.7+3519 1.37 14h 34m 465.0 +35° 19’ 36" IR-Spitzer
K ISCS J1438.1+3414 141 14P 38™ 083.2 +34° 14/ 13" IR-Spitzer
L ISCS J1433.8+3325 1.37 14h 33m 515 1 +33° 25’ 50" IR-Spitzer
M ClJ1604+4304 0.92 16" 04™ 23%.8 +43° 04’ 37" Optical
N RCS J0220.9-0333 1.03 02P 20™ 55%.5 —03° 33 10” Optical
P RCS J0337.8-2844 £1 03" 37™ 515.2 —28° 44/ 58" Optical
Q RCS J0439.6-2904 0.95 04 39™ 37%.6 —29° 05’ 01" Optical
R XLSS J0223.0-0436 1.22 02k 23™ 03%.4 —04° 36" 14" X-ray
S RCS J2156.7-0448 1.07 210 56™ 423.2 —04° 48’ 04" Optical
T RCS J1511.0+0903 0.97 150 11m03%.5 +09° 03’ 09" Optical
U RCS J2345.4-3632 1.04 230 45m 275 .2 —36° 32/ 49" Optical
\Y RCS J2319.8+0038 0.91 23h 19™ 533 4 +00° 38’ 13" Optical
W RX J0848.9+4452 1.26 08P 48™ 56°.4 +44° 52" 00" X-ray
X RDCS J0910+5422 111 09" 10™ 45%.1 +54° 22" 07" X-ray
Y RDCS J1252.9-2927 1.23 120 52m 545 4 —29° 27/ 17" X-ray
z XMMU J2235.3-2557 1.39 22b 35m 203.8 —25° 57 39" X-ray

References — A (Stanford et al. 200eHilton et al. 2007; B,C (Bohringer et al. 2005Santos et al. 2009D (also known as RzCS 052ndreon et al. 2008b); D, N, U (Gilbank
et al. in prep); E Perlman et al. 2002 F (Elston et al. 2008 G, I, J, L Eisenhardt et al. 2008L (Brodwin et al. in prep; Stanford et al. in prep); IBrodwin et al. 200§ K
(Stanford et al. 2005 M (Postman et al. 2001Q (Cain et al. 2008 R (Andreon et al. 2008Bremer et al. 2006 S (Hicks et al. 2008 V (Gilbank et al. 2008 W (Rosati et al. 1999
X (Stanford et al. 2002 Y (Rosati et al. 2004 Z (Mullis et al. 2005 Rosati et al. 2009

Note. — Cluster positions differ slightly from those reported in Dawson08 @ the use of an updated algorithm for determining cluster centers.
@ photometric redshift

subtractions changed. As a result, the initial candidaexse 3.1. Initial detection

tion process was inclusive but heterogeneous, and depended g, the purpose of initially detecting candidates, we use
heavily on human selection. This made it difficult to calé@la o “search” visits (filled circles in Figl) and disregard the

a selection efficiency for the SN candidates selected durmg“fO”OW_up,, visits (open circles in Fig). (In the following

thf Sl#"ey (listed in Ta?les 3 a}ng 4 of Ié)awsSOQOQ). did section we will use any available “foliow-up” visits to con-

n this section, we select an independent SN candidate samgy ¢t more complete light curves for the candidates discov
ple (without regard for the Dawson09 sample) using auto- greq in this section.) We use theuviri DRizzLE-combined,
mate_d selectlon wherever possible. Although.the rem::undercosmiC ray-rejectedsss, image from each “search” visit. We
of this paper will focus on cluster SNe, candidates are se-qqnqjder only regions in this image that are covered by three
lected without regard for cluster membership (wh|c_h isonly o more zg5, exposures. With less than three exposures, the
known from follow-up spectroscopy once the candidate has o mpined images are too heavily contaminated by cosmic
already been found) and we determine SN types for both Clus-rayS to be practically searchable for SNe. Although there
ter and non-cluster SNe. The non-cluster SNe are considered, ., typically fourzss, exposures, the dither pattern used in
further in a second paper deriving the volumetric SN la field o survey means that not all regions of the combined image
rate (Barbary et al., in preparation). The automated selec+aye four exposures. The ACS camera is a mosaic of two
tion consists of initial detection in pairs of subtractedges 2048 x 4096 pixel CCD chips (1 pixel =0.05") separated
(§3.1, 86 candidates selected), and subsequent requirementgy o 57 The .. exposures were dithered to cover this gap,
based on the light curve of each candide§.Z 60 candi-  eaning that " wide region in the center of the image and
dates remaining). The selection efficiency for these wpsste 5 5 \yide regions on either side of the image are only covered
is later calculated via a Monte”CarIo S|mulat|olr]1. fB3 we H oY two exposures and thus are not searchable. Due to orbital
assign a type (SN Ia, core-collapse SN, or other) to each of onqiraints, the position angle BSTchanges between each
the remaining 60 candidates based on all data available (iNy;isit This means that the unsearchable “gap” region retate
cluding triggered follow-up observations). For this [alps  qyer the field between visits, and that the outer parts of the
we do not calculate an efficiency or completeness. Instead W&;q|4 are observed in some visits, but not others (Bigsec-

estirr?ate t(?g classi(;i_ca(;cior}lun?:ertainty of thed%ssigneﬁlitgp ond row). The regions around bright stars are also considere
each candidate individually. For most candidates the uncer <ot searchable” and are similarly masked.

tainty in the type is negligible thanks to ample photometric £ e4ch “search” visit to each cluster, we follow these four
and spectroscopic data. steps:

1. A reference image is maddy combining images from
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Figure 1. Dates of visits to each cluster. All visits includegso exposures
(usually four). Most visits also included ong;s exposure. Filled circles in-
dicate “search” visits (used for finding SNe). Open circledi¢ate “follow-
up” visits (contingent on the existence of an active SN cdaii). Clusters D,
N, P, Q and R were re-visited once towards the end of the suwidyaddi-
tional follow-up visits devoted to clusters in which promigiSN candidates
were found (N, Q, R).

other visits to the cluster. All visits that are either 50 aonm

Table 2
Light Curve Requirements

Requirement Candidates Remaining

Before light curve requirements 86
Positivei7rs flux (if observed in775) 81
20 Detection in surrounding epochs 73
If declining, Require twdo detections 60

greater in a 3 pixel radius aperture in three or more in-
dividual exposures.

e Individual exposures: A candidate cannot have an indi-
vidual exposure with a flux more th&o greater than
the flux in the lowest flux exposu@nd a second indi-
vidual exposure with flux more thatlo greater than
the flux in the lowest flux exposure.

The first requirement is designed to eliminate low signifggan
detections on bright galaxies. The second requiremenshelp
eliminate dipoles on bright galaxy cores caused by slight im
age misalignment. The third and fourth requirements are
aimed at false detections due to cosmic ray coincidencey The
require the candidate to be detected in most of the exposures
and allow no more than one exposure to be greatly affected by
a cosmic ray. On the order of five to ten candidates per sub-
traction pass all the requirements, resulting in approseétga
1000 candidates automatically flagged across the 155 search
visits.

4. Each candidate is evaluated by eye in the subtraction.
Because the position angle changes between each epoch, the
orientation of stellar diffraction spikes changes, cagdime
majority of the false detections. These are easy to detect an
eliminate by eye. Occasionally there are mis-subtractoms
the cores of bright galaxies that pass the above requirement
Only completely unambiguous false detections are elirethat
in this step. If there is any possibility the candidate isa@ re
SN, itis left in the sample for further consideration.

days before the search epoch or 80 or more days after the After carrying out the above four steps for all 155 search
search epoch are included. If there are no epochs outsile thivisit, 86 candidates remain. At this point, candidates have
130 day range, the range is narrowed symmetrically until onebeen selected based only on information from a singlg
epoch qualifies. Masked pixels in each visit's image do not subtraction.
contribute to the stacked reference image (Ejghird row).

2. A subtracted image is madeby subtracting the stacked 3.2. Lightcurve Requirements

reference image from the search epoch image. A map of the The 86 remaining candidates still include a considerable
sky noise level in the subtraction is made by considering the n,ymber of non-SNe. We wish to trim the sample down as
noise level of the search epoch image and the noise level oiyyych as possible in an automated way, so that we can easily
each reference image contributing to a given region. Ang are cajculate the efficiency of our selection. For each candidat
masked in either the search epoch or stacked reference imagge now make three further automated requirements based on
is masked in the subtracted image (Figfourth row). iz75 data (if available) and the shape of thg, light curve.

3. Candidates in the subtraction are identified by soft-  The requirements and number of candidates remaining after
ware. To be flagged, a candidate must have three contiguoussach requirement are summarized in Table
pixels W_|th a flux 3.4 times the local sk_y noise level in the First, we require that if,75 data exists for the epoch in
subtraction (as determined by the sky noise map above). Oncyhich the candidate was detected, there be positive flux in a
image. From our SN light curve simulations, we find that vir-
tually all SNe should pass (near maximum light there is typ-
ically enough SN flux in thé,;5 filter to result in a positive
total flux, even with large negative sky fluctuations). Mean-
while, about half of the cosmic rays located far from galaxie
will fail this test (due to negative sky fluctuations). If tkas
no i775 data for the detection epoch, this requirement is not
e Individual exposures: A signal-to-noise ratio of 1 or applied. Even though nearly all SNe are expected to pass, we

e MULTIDRIZZLE-combined image: A total signal-to-
noise ratio (including sky and Poisson noise) of 5 or
more in a 3 pixel radius aperture.

e MuLTIDRIZZLE-combined image: A total signal-to-
noise ratio of 1.5 or more in a 10 pixel radius aperture.
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Figure 2. An example of image orientation and searchable regions feteldSCS J1432.4+3332. Each column represents an obseradtine cluster. The
first row is thezgso image for that visit. The second row is the part of that imagé ithaearchable. The third row shows the searchable area aftéitked
reference image used in the subtraction for this visit. Thetforow is the searchable area in the subtraction (thesettion of the second and third rows).

account for any real SNe that would be removed in our Monte  After these requirements 60 candidates remain. The auto-
Carlo simulation. matic selection means that we can easily calculate the com-

Second, we require that the light curve does not rise andpleteness of the selection so far; any real SNe la removed wil
fall too quickly: if there is a “search” visit less than 60 day be accounted for in the “effective visibility time’$4) which
before the detection visit and also one less than 60 days afteis calculated using a Monte Carlo simulation.
the detection visit, the candidate must be detecte@atievel
in at least one of these two visits. SNe la have light curves 3.3. Typing
wide enough to be detected at this level in two epochs spaced
apart by 60 days. However, cosmic rays in aReg, image
are unlikely to be repeated in the same spot in two epochs an
thus will be removed. This requirement is also included in ou
Monte Carlo simulation.

The third and final requirement aims to eliminate candi-
dates that were significantly detected in only the first epoch
and that then faded from view. Such candidates would not )
have been followed up spectroscopically and it would typi- 3.3.1. Image artifacts

cally be impossible to tell if such candidates were SNe (&ndi  Although the automated selections were designed to elim-
so, Type la or core collapse) on the basis of a single detectio jnate image artifacts such as subtraction residuals and cos
We chose to eliminate any such candidates and account fofjc rays, they were made to be somewhat tolerant so that real
this elimination in our Monte Carlo Slmulatlon, rather than SNe were not eliminated. The result is that some artifams sl
dealing with an “untypeable” candidate. Specifically, if a through. Candidates located close to the cores of relgtivel
candidate is found on the decline (in the first search epoch),pright galaxies that show adjoining negative and positive a
we require two epochs witho detections. For high-redshift eas in subtractions are likely to be caused by mis-alignment
(z ~ 1) SNe la, this requirement means that the first epoch petween the reference and search image. For such candidates
will be at approximately maximum light, and most of the SN \ye inspected the full light curve for consistency with the-ge
decline is captured, making it possible to confirm a SN and era| shape of a SN la light curve. For fourteen of these, the
estimate a type. For candidates that are only significardy d |ight curve is completely inconsistent with that of a SN la.
tected in the last search epoch, typing is not a problem be-Their light curves have either multiple peaks, long flat por-
cause additional ACS orbits were typically scheduled ireord  tjons followed by one or two lower points, and/a#s data

to follow such candidates. that shows no change. We classify these fourteen candidates

We now use all available information about each candi-
cfiate (spectroscopic confirmation, host galaxy redshift, al
ight curve information, as well as host galaxy luminositga
color) to classify each of the 60 remaining candidates as im-
age artifact, active galactic nucleus (AGN), core-colaSi

(SN CC), or SN Ia.
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as subtraction residuals with negligible classificatioarn this is very unlikely (considering that the elliptical hdikely
tainty (very unlikely that any are SNe la). contains little dust), we conclude that SCP06U50 is alsatmos

Candidates where one or two of the fou, exposures  likely an AGN. Finally, SCP06D51 (Fid3, bottom left) was
was clearly affected by a cosmic ray or hot pixel may be false discovered in the last visit, on the core of a spiral galaxg. W
detections. These can pass the automated cosmic ray rejeclassify it as an AGN based on the earlier variability in the
tion when they occur on a galaxy. For two such candidates,light curve. As these galaxies are all most likely in the €lus
we used the lack of any change in the; light curve to rule ter foregrounds, even the small uncertainty in these ¢leasi
out a SN la: fitting SN templates with a range of redshifts tions is not a concern for the cluster rate calculation here.
and extinctions resulted in observeégd; fluxes too low by Note that one of the candidates classified here as a clear
40 or more, given thesxgso increase. One other candidate, AGN, SCP06U6, was reported as a SN with unknown red-
SCPO6WH50, is less certain. It was discovered in the last visitshift by Dawson09, due to the fact that spectroscopy redeale
to the cluster, making it difficult to constrain a templatghki no evidence of an AGN. However, it is on the core of a com-
curve. There is clearly a hot pixel or cosmic ray in aRg, pact galaxy, and has a clear 100 day rise in bothegso and
exposure, but there appears to be some excess flux in the other,5 (Fig. 3, bottom right). While it could possibly be a very
three exposures as well. Also, there is a point-source kke d peculiar SN with a long rise time, what is important for this
tection ini75, but offset~1.2 pixels from thezgso detection. analysis is that it is clearly not a SN la.

While their75 detection may also be a cosmic ray, it is pos-
sible that this candidate is a SN caught very early. The el-
liptical “host” galaxy was not observed spectroscopicadiyt After removing 17 image artifacts and 14 AGN, 29 candi-
we estimate its redshift to He60 < z < 0.85 based on the  dates remain (listed in Tab®. One of these is the peculiar
color ofi775 — 2350 = 0.55 and stellar population models of transient SCP 06F6 (also known as SN SCP06F6) reported by
Bruzual & Charlot(2003 hereafter BC03). Barbary et al.(2009. Various explanations have been con-

Of the 17 total candidates classified as image artifacts,sidered by, e.g.Gansicke et al(2009, Soker et al.(2010
SCPO06WH50 is the only one with significant uncertainty. How- and Chatzopoulos et al(2009. It appears that SCP 06F6
ever, this uncertainty does not affect the cluster SN laaate may be a rare type of supernova, with redshifi= 1.189
the host galaxy is clearly in the cluster foreground. (Quimby et al. 2009 While its precise explanation is still un-

332 AGN certain, SCP 06F6 is clearly not a SN Ia, so we don’t consider
e it further here.

Candidates positioned directly on the cores of their host Note that Table3 contains 10 fewer candidates than the
galaxies may be AGN. Four such candidates were specHist presented by Dawson09. This is unsurprising; here we
troscopically confirmed as AGN: SCP06L22 & 1.369), have intentionally used a stricter selection than in thegiori
SCPO6V6 £ = 0.903) and SCP05X13 = 1.642) and nal search, the source for the Dawson09 sample. Still, after
SCPO0O6U3 £ = 1.534). A fifth candidate, SCPO6F3, is spec- finalizing our selection method we checked that there were no
troscopically consistent with an AGN at= 1.21, butisless  unexpected discrepancies. Five of the Dawson09 candidates
certain (see spectroscopy reportediorokuma et al. 2010 (SCP06B4, SCP06U2, SCP06X18, SCP06Q31, SCP06T1)
SCP06L22, SCP05X13, SCP06U3 and SCPO6F3 also havéell just below either the detection or signal-to-noiseetir-
light curves that are clearly inconsistent with SNe la (obse olds in our selection. These were found in the original dearc
frame rise times of 100 days or more, or declining phases pre-because detection thresholds were set slightly lower, @rd b
ceding rising phases). Of the “on core” candidates that werecause the images were sometimes searched in severaluliffere
not observed spectroscopically, five exhibit light curvestt  ways. For example, in the original search SCP06B4 was only
decline before rising or have rise times of 100 days or more. Afound by searching aiy75 subtraction. Two Dawson09 can-
sixth candidate, SCP06251 exhibited slightly varying feixe didates (SCP05D55, SCP06252) were found too far on the
that could be due to either subtraction residuals or an AGN.decline and failed the light curve requiremerf{3.p). Three
However, its light curve is clearly inconsistent with a SN la DawsonQ9 candidates (SCP06X27, SCP06213, SCP06Z53)
especially considering the apparent size, magnitude dod co were found while searching in “follow-up” visits, which weer
of the host galaxy. Summarizing, there are 11 “on-core” can- not searched here. SCP06U6 passed all requirements, but is
didates certain not to be SNe la. classified here as an AGN, as noted above. With the excep-

Three other “on-core” candidates are also consideredtion of SCPO6US, all of these candidates are likely to be su-
likely AGN on the basis of their light curves: SCP06Z50, pernovae (mostly core collapse). However, the types ofieand
SCP0O6U5S0 and SCP06D51. These three candidates ardates that did not pass our requirements are not of concern fo
shown in Fig.3. SCP06Z50 (Fig3, top left), has a rise- this analysis. Finally, SCPO6M50 was not reported in Daw-
fall behavior in the first threegso observations of its light ~ son09, but is classified here as a SN, although a highly uncer-
curve thatcould be consistent with a SN la light curve. How- tain one (discussed in detail §3.3.4.
ever, given that the host galaxy is likelyatS 1 based on its Thanks to the extensive ground-based spectroscopic fol-
magnitude and color, the SN would be fainter than a normal lowup campaign, we were able to obtain spectroscopic red-
SN la by 1 magnitude or more. Considering the proximity shifts for 25 of the 29 SNe. The redshift reported in Table
to the galaxy core and the additional variability seen in the is derived from the SN host galaxy for all but one candidate
last two observations, SCP06Z50 is most likely an AGN. The (SCP06C1) where the redshift is from the SN spectrum itself.
light curve of candidate SCP0O6US50 (Fig. top right) also  Of the 25 candidates with redshifts, eight are in clustets an
exhibits a rise-fall that could be consistent with a supeano 17 are in the field. Note that this high spectroscopic com-
light curve. However, its host is morphologically ellipgic pleteness is particularly important for determining thestér
and likely atz < 0.7 based on its color. At < 0.7, a SN la or non-cluster status of each SN, which directly affects the
would have to be very reddenef(B — V') = 1) to match determination of the cluster SN la rate. The possible clus-
the color and magnitude of the SCP06US50 light curve. As ter memberships of the four candidates lacking redshifts ar

3.3.3. Supernovae
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Figure 3. Images and light curves of four of the 14 candidates classifgeAGN. For each candidate, the upper left panel shows theblo stacked image
(i775 andzgs0) of the host galaxy, with the position of the transient irsdéd. The three smaller panels below the stacked image shaweférence, new, and
subtracted images for the discovery visit. The right panehstthe light curve at the SN position (including host galbglit) in the zg50 (top) andi775 (bottom)
bands. The y axes have units of counts per secondipigel radius aperture. The effective zeropoints are 23r@25.02 forzgso andi77s, respectively. The
discovery visit is indicated with an arrow in theso plot.

discussed below. (a) Spectroscopic confirmation:During the survey, seven
We determine the type of each of the 29 supernovae usingcandidates were spectroscopically confirmed as SNe la (Daw-

a combination of methods in order to take into account all son09,Morokuma et al. 2010 These seven (three of which

available information for each supernova. This includgs (a are in clusters) are designated with an “a” in the “typingl-co

spectroscopic confirmation, (b) the host galaxy envirortmen umn of Table3. All seven candidates have a light curve shape,
and (c) the SN light curve. To qualify the confidence of each absolute magnitude and color consistent with a SN la. Al-
supernova’s type, we rank the type as “secure,” “probable,” though the spectroscopic typing by itself has some degree of

“plausible”: uncertainty, the corroborating evidence from the lightveur

. . . makes these “secure” SNe la.

Secure SN !a:Has spectroscopic confirmation lothof the (b) Early-type host galaxy: The progenitors of core-
following: (1) an early-type host galaxy with no recent  ¢4|j3hse SNe are massive stars§1/,) with main sequence
star formation and (2) a light curve with shape, color |itatimes of< 40 Myr. Thus, core-collapse SNe only occur in
and magnitude consistent with SNe la and |ncons|stentga|(,ixies with recent star formation. Early-type galaxies;-

with other types. ing typically long ceased star formation, overwhelmingbgh
Probable SN la: Fulfills either the host galaxy requirement 1YP€ |a SNe (e.gCappellaro et al. 199%iamuy et al. 200D
or the light curve requirement, but not both. In fact, in an extensive literature survey of core-collagbée

reported in early-type hosts$iakobyan et al(2008 found
Plausible SN la: The light curve is indicative of a SN la, but that only three core-collapse SNe have been recorded iy+earl
there is not enough data to rule out other types. type hosts, and that the three host galaxies in questionihad e
) i i ther undergone a recent merger or were actively interacting
Secure SN CC:Has spectroscopic confirmation (note that | g three cases there are independent indicators of tecen
there are no such candidates in this sample). star formation. Therefore, in the cases where the host galax

Probable SN CC: The light curve is consistent with a core- Morphology, photometric color, and spectrum all indicate a
collapse SN and inconsistent with a SN |a. early-type galaxy with no signs of recent star formationer i
teraction, we can be extremely confident that the SN type is la
Plausible SN CC: Has a light curve indicative of a core- These cases are designated by a “b” in the “typing” column of
collapse SN, but not inconsistent with a SN la. Table3. We emphasize that in all of these cases, spectroscopy
. , . . ... reveals no signs of recent star formation and there are no vi-
This ranking system is largely comparable to the “goldl-"si g1 or morphological signs of interaction. (See Meyersit0 f
ver,” “bronze” ranking system dtrolger et al(2004, except  getailed studies of these SN host galaxy properties.)
that we do not use their “UV deficit” criterion. This is becaus (c) Light curve: SNe la can be distinguished from most
our data do not include the bluer F606W filter, and becausecommon types of SNe CC by some combination of light curve
SNe la and CC are only distinct in UV flux for a relatively shape, color, and absolute magnitude. We compare the light

small window early in the light curve. Below, we discuss in cyrye of each candidate to template light curves for SN la
detail the three typing methods used.
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Table 3
Supernovae
ID Nickname R.A. (J2000) Decl. (J2000) z SN Type Confidence Typing

Cluster Members
SN SCP06C1 Midge 120 29m 335,012 +01° 51’ 36”.67 0.98 la secure a,c
SN SCP0O5DO0 Frida 020 21™ 425 066 —03°21'53".12 1.014 la secure a,b,c
SN SCP0O6F12 Caleb 14h 32m 285748 +33°32/10"”.05 111 la probable c
SN SCP06H5 Emma 14h 34™ 305.139 +34° 26" 57".29 1.231 la secure b,c
SN SCP06K18 Alexander 14h 38m 105.663 +34°12/47".19 1.412 la probable b
SN SCP06K0 Tomo 14P 38™ 08%.366 +34° 147 18"”.08 1.416 la secure b,c
SN SCP06R12 Jennie 02" 23™ 00%.082 —04° 36" 03”.04 1.212 la secure b,c
SN SCP06U4 Julia 230 45™ 293 429 —36° 32" 45"7.73 1.05 la secure a,c

Cluster Membership Uncertain
SN SCP0O6E12 Ashley 14h 15™m 088,141 +36° 127 42794 la plausible c
SN SCPO6N32 s 02h 20m™ 525,368 —03° 34" 13".32 CcC plausible c

Not Cluster Members
SN SCP06A4 Aki 227 16™ 01°.077 —17° 37/ 22".09 1.193 la probable c
SN SCP06B3 Isabella 220 05™ 50%.402 —01°59"13".34 0.743 cc probable c
SN SCP06CO Noa 12h 29™ 255 654 +01° 50" 56".58 1.092 la secure b,c
SN SCP06C7 s 12k 29m 365 517 +01° 52/ 31" .47 0.61 CcC probable c
SN SCP05D6 Maggie 02P 21™ 46°.484 —03° 22’ 56".18 1.314 la secure b,c
SN SCP06F6 e 14h 32m 275 394 +33° 3224 .83 1.189 non-la secure a
SN SCP06F8 Ayako 14h 32m 245 525 +33° 33 50".75 0.789 cc probable c
SN SCP06G3 Brian 14 29™ 285 430 +34° 37/23".13 0.962 la plausible c
SN SCP06G4 Shaya 14 29™ 185.743 +34° 38 37".38 1.35 la secure a,b,c
SN SCP06H3 Elizabeth 14h 34™ 285 879 +34° 27 26" .61 0.85 la secure a,c
SN SCPO06L21 s 14h 33m 585 990 +33° 25 04" .21 e CcC plausible c
SN SCP06M50 s 16" 04™ 25%.300 +43° 04’ 51”.85 s s s .
SN SCP0O5N10 Tobias 02h 20™ 525 878 —03° 33" 40" .20 0.203 ccC plausible c
SN SCP0O6N33 Naima 02" 20™ 579.699 —03° 33" 23".97 1.188 la probable c
SN SCP05P1 Gabe 030 37™m 50%.352 —28° 43" 02".66 0.926 la probable c
SN SCP05P9 Lauren 03h 37™ 443 512 —28° 43" 54" .58 0.821 la secure a,c
SN SCP06U7 Ingvar 23h 45™ 33%.867 —36° 32/ 43".48 0.892 cC probable c
SN SCP06X26 Joe 09" 10™ 375.889 +54° 22/ 29"”.07 1.44 la plausible c
SN SCP06Z5 Adrian 220 35™ 245 966 —25° 57 09”.61 0.623 la secure a,c

Note. — Typing: (a) Spectroscopic confirmation. (b) Host is morphologically eggtwith no signs of recent star formation. (c) Light curve shape, color, mafmnédonsistent
with type. We do not assign a type for SCPO6M50 because there is sighifivegrtainty that the candidate is a SN at all.

and various SN CC subtypes to test if the candidate couldfitting is not a concern for the cluster rate calculation astmo
be a SN la or a SN CC. For candidates lacking both spec-cluster-member candidates are securely typed using method
troscopic confirmation and an elliptical host galaxy, ifrdhe  (a) and/or (b), above. It is more of a concern for the volumet-
is sufficient light curve data to rule out all SN CC subtypes, ric field rate calculation based on the non-cluster candilat
the candidate is considered a “probable” SN la. If SN la can (Barbary et al., in preparation), though the uncertaintthi

be ruled out, it is considered a “probable” SN CC. If neither field rate is still dominated by Poisson error.

SN la nor SN CC can be ruled out, the candidate is consid- For each candidate we fit template light curves for SN la,
ered a “plausible” SN la or SN CC based on how typical Ibc, II-P, II-L, and lIn. We use absolute magnitude and color
the candidate’s absolute magnitude and/or color would be ofas a discriminant by limiting the allowed fit ranges accord-
each type. This approach can be viewed as a qualitative vering to the known distributions for each subtype. For SN la
sion of the pseudo-Bayesian light curve typing approacheswe start with the spectral time series templatédsfao et al.

of, e.g., Kuznetsova & Connolly(2007); Kuznetsova etal. (2007, while for the core-collapse types we use templates of
(2008; Poznanski et al(2007ab). SNe classified as “prob-  Nugent et al(200228. Each spectral time series is redshifted
able” here would likely have a Bayesian posterior probgbili  to the candidate redshift and warped according to the désire
approachingl, while “plausible” SNe would have an inter- color. Observer-frame template light curves are then gener
mediate probability (likely between 0.5 and 1.0). We con- ated by synthetic photometry in thig;s andzgs filters. The
sciously avoid the full Bayesian typing approach because itmagnitude, color, date of maximum light, and galaxy flux in
can obscure large uncertainties in the priors such as lumi-;,,5s and zg5, are allowed to vary to fit the light curve data.
nosity distributions, relative rates, light curve shapasd For the SN la template, the linear timescale or “stretchy.(e.
SN subtype fractions. Also, the majority of our candidates Perimutter et al. 199%Guy et al. 2005is also allowed to vary
have more available light curve information than those of within the range0.6 < s < 1.3. We constrain the abso-
Kuznetsova et al(2008 and Poznanski et al(20078, mak- lute magnitude for each subtype to the range observed by
ing a calculation of precise classification uncertaintg lesc-

essary. In general, classification uncertainty from ligihtve 28 Seehttp://supernova.lbl.gownugent/nugentemplates.html.
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Table 4
SN light curve template parameter ranges

SNtype  Template Observed EB-YV) s
la Hsiao —17.5--20.1 —0.2-0.6 0.6-1.3
Ibc Nugent —15.5—-—-18.5 —-0.1-0.5 1.0
II-L Nugent —-16.0--19.0 —-0.1-0.5 1.0
II-P Nugent —15.5--18.0 —0.1-0.5 1.0
IIn Nugent —15.5--19.1 —0.1-0.5 1.0

Lietal. (2010; Our allowed range fully encompasses their
observed luminosity functions (uncorrected for extinajifor
a magnitude-limited survey for each subtype. We correchfro
their assumed value d, = 73 km s! Mpc~! to our as-
sumed value off, = 70 km s~! Mpc~!' and K-correct
from R to B band. To avoid placing too strict of an up-

per limit on SN CC brightness, we use the bluest maximum-

light spectrum available wheR -correcting (e.g., for SN Ibc
we use a bluer spectrum than that\iigent et al(2002), as

Barbary et al.

aperture corrections, as described in Suzuki et al. (ingreep
tion).

3.3.4. Comments on individual SN light curves

Here we comment in greater detail on a selection of individ-
ual candidates, particularly those with the greatest uacgy
in typing. For each candidate, see the corresponding pénel o
Fig. 4 for an illustration of the candidate host galaxy and light
curve.

SN SCPO6E12 We were unable to obtain a host galaxy
redshift due to the faintness of the host. The color of the
host galaxy is consistent with the cluster red sequence. The
candidate light curve is consistent with a SN la at the ctuste
redshift of - = 1.03, but is also consistent with SN II-L at
z = 1.03. Different SN types provide an acceptable fit over a
fairly wide range of redshifts. As the SN la template progide
a good fit with typical parameters, we classify the candidate
as a “plausible” SN la. However, there is considerable uncer
tainty due to the uncertain redshift.

SN SCPO06N3also lacks a host galaxy redshift. If the

bluer SNe Ibc have been observed). The resulting allowedcluster redshift otz = 1.03 is assumed, the candidate light

Mp range for each subtype is shown in Ta#lle Note that

curve is best fit by a SN Ibc template. A SN la template also

the range for Ibc does not include ultra-luminous SNe Ic yields an acceptable fit, but requires an unusually red color

(such as those in the luminosity functionsRithardson et al.
(2002) as none were discovered lyet al. (2010. While
such SNe can mimic a SN la photometrically, thiest al.

of E(B — V) ~ 0.6. Given the best-fit and Mp values,
the candidate would have an unusually large Hubble diagram
residual of approximately-0.8 magnitudes. If the redshift is

(2010 results indicate that they are intrinsically rare, and allowed to float, a SN la template with more typical param-

evenRichardson et a[2002 show that they make up at most
~20% of all SNe Ibc. Still, we keep in mind that even can-

didates compatible only with our SN la template and incom-

eters provides an acceptable fitzat= 1.3. A SN Ibc tem-
plate still provides a better fit, with the best fit redshiftrige
z ~ 0.9. As SN Ibc provides a better fit in both cases, we

patible with SN CC templates may in fact be ultra-luminous classify this as a “plausible” SN CC. However, there is con-

SNe Ic, though the probability is low. This is why any candi-

siderable uncertainty in both the type and cluster memigersh

date typed based on light curve alone has a confidence of abf this candidate.

most “probable,” rather than “secure.” The allowed ranges o

“extinction,” E(B —V), are also shown in Tabl For SN Ia,
E(B-V)isthe difference irB—V color from theHsiao et al.

SN SCPO06A4 We note that this candidate was observed
spectroscopically, as reported in Dawson09. While the spec-
trum was consistent with a SN la, there was not enough evi-

(2007 template. As the observed distribution of SNe includes dence to conclusively assign a type. The host galaxy is mor-

SNe bluer than this template, SNe la as blu&as — V') =
—0.2 are allowed. Given afZ(B — V), the spectral tem-
plate is warped according to tteaLT color law Guy et al.
2009, with an effectiveRp = 2.28 (Kowalski et al. 2008
For SN CC templates, extinction as low&§B — V) = —0.1
is allowed to reflect the possibility of SNe that are intrazdly
bluer than theNugent et al(2002 templates. Templates are
then warped using@ardelli et al (1989 law with R = 4.1.
Extinctions are limited taZ(B — V') < 0.5 (implying an ex-
tinction of A ~ 2 magnitudes for SNe CC).

The light curve template with the largegt P-value is gen-

phologically and photometrically consistent with an early
type galaxy, but there is detected [Oll], a possible indirat
of star formation. We therefore rely on light curve typing
for this candidate, assigning a confidence of “probabldieat
than “secure.”

SN SCP06G3as only sparse light curve coverage. The
best fit template is a SN la with= 1.3, E(B - V) = 0.3
andMp = —18.5, although these parameters are poorly con-
strained. A large stretch and red color would not be sunpgisi
given the spiral nature of the host galaxy. It is also coesist
with a II-L template, although the best fit color is unusually

erally taken as the type. We also evaluate each fit by eye toblue: E(B — V') = —0.1. Given that SN la yields more “typ-

check that the best-fit template adequately describesghe li

ical” fit parameters and that, at~ 1 a detected SN is more

curve. Figuret shows the best-fit template for each candidate. likely to be Type la than I, we classify this as a “plausible”
For candidates typed on the basis of spectroscopic confirmaType la, with considerable uncertainty in the type.

tion or an elliptical host galaxy only the SN la template is

SN SCPO06L21acks a spectroscopic redshift, but has a dis-

shown. For candidates typed on the basis of the light curvetinct slowly-declining light curve that rules outa > 0.6
alone, we show both the best-fit SN la and best-fit SN CC SN la light curve. Even the best-fit la templatezat= 0.55,
templates for comparison. The confidence in the best-fit tem-shown in Fig.4), is unusually dim {/g ~ —17.5), making

plate is either “probable” or “plausible” depending on how
well other templates fit: If the next-best fit hag®avalue that
is smaller tharl0—3 x Pi.y, the best-fit template is consid-

it unlikely that the candidate is a lower-redshift SN la. The
light curve is better fit by a SN II-P template (with the best-fi
redshift beingz = 0.65). We therefore classify the candidate

ered the only acceptable fit and the confidence is “probable.”as a “probable” SN CC.

If the next-best fit has &-value larger than0—3 x Py the
confidence is “plausible.” Finally, note that the photometr

SN SCPO06M50s the most questionable “SN” candidate,
having no obviousi;75 counterpart to the increase seen in

used here is simple aperture photometry with fixed aperturezgsg. It may in fact be an image artifact or AGN. However,
corrections. For SN la cosmology we use color-dependentit appears to be off the core of the galaxy g pixels (mak-
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Figure 4. Images and light curves of the 29 candidates classified asrsy@e. For each candidate, the upper left panel shows todoR-stacked image
(i775 andzgsp) of the supernova host galaxy, with the SN position indidaf€he three smaller panels below the stacked image show taenek, new, and
subtracted images for the discovery visit. The right panehsithe light curve at the SN position (including host galbglit) in the zg50 (top) andiz75 (bottom)
bands. The y axes have units of counts per secondipiael radius aperture. The effective zeropoints are 23r8#26.02 forzgso andi775, respectively.
The discovery visit is indicated with an arrow in thgso plot. The best-fit SN la template is shown in blue. For casegeviiee type is SN la based on
spectroscopic confirmation or host galaxy environment, oméylest-fit SN la template is shown, to demonstrate the consjst& the light curve with the
designation. For cases where the type is based only on thiecligve fit, the best-fit core collapse SN template is showredh Note that the photometry used
here is simple aperture photometry with fixed aperture cdmest For SN la cosmology we use color-dependent apertureatims, as described in Suzuki et

al. (in preparation).
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ing AGN a less likely explanation), and shows an increase time-luminosity for which the survey is sensitive to SNera i

in zg50 flux in two consecutive visits, with no obvious cos- clusters.j denotes the cluster.; is the luminosity of cluster

mic rays or hot pixels (making an image artifact less likedy a j visible to the survey in a given band; is the “effective
well). The galaxy is likely to be a cluster member: its color visibility time” (also known as the “control time”) for clter

and magnitude put it on the cluster red sequence, itis merpho j. This is the effective time for which the survey is sensitive
logically early-type, and it is only9” from the cluster center.  to detecting a SN la, calculated by integrating the prolitgbil
Under the assumption that the candidate is a supernova and aif detecting a SN la as a function of time over the span of the
the cluster redshift of = 0.92, no template provides a good survey. It depends on the redshift of the SN la to be detected
fit due to the lack of an;75 detection and the constraints on and the dates and depths of the survey observations. As each
E(B — V). In particular, a SN la template would require cluster has a different redshift and different observatidhe

E(B — V) > 0.6. (The best-fit template shown in Fid.is control time is determined separately for each cluster.alo c
with E(B — V') = 0.6.) If the redshift is allowed to float, itis  culate a rate per stellar mags; is replaced by\/;.
possible to obtain a good fit at higher redshift~{ 1.3), but Equation () is for the case where the entire observed area

still with E(B — V') 2 0.4, regardless of the template type. for each cluster is observed uniformly, yielding a contiolet
Given the color and early-type morphology of the host galaxy 7' that applies to the entire area. In practice, differentsrea
itis unlikely to contain much dust. There is thus no consiste of each cluster may have different observation dates and/or
picture of this candidate as a SN, and we do not assign a typedepths, resulting in a control time that varies with positio
However, note that the candidate is unlikely to be a cluster This is particularly true for this survey, due to the rotatiaf
SN la. the observed field between visits and the gap between ACS
SN SCPO5N1@s the lowest-redshift SN candidate in our chips. Therefore, we calculate the control time as a functio
sample at = 0.203. Its light curve shape is inconsistent with  of position in each observed field);(x,y). As the cluster
a SN la occurring well before the first observation, and its lu luminosity is also a function of position, we weight the aoht
minosity is too low for a SN la with maximum only slightly time at each position by the luminosity at that position. In
before the first observation. Therefore, we call this a “prob  other words, we make the substitution
ble” SN CC. For all SN types, the best fit requires maximum
light to occur well before the first observation, making a8 fi T;L; = Ti(x,y)Lj(x,y). (2)
poorly constrained. z,y
SN SCP0O6X2fhas a tentative redshift of = 1.44, de- A vigihility fi i
rived from a possible [Oll] emission line in its host galaxy. g ;Rgﬁf{g,cwe visibility imel" at a positior(z, y) on the sky
Given this redshift, a la template provides an acceptahle fit

consistent with a typical SN la luminosity and color. How- =
ever, we consider this a “plausible,” rather than “probable T(x,y) = / n*(z,y, t)e(x, y, t)dt. ®3)
SN Ia, given the uncertain redshift and low signal-to-naie =m0
the light curve data. The integrand here is simply the probability for the survey
and our selection method to detect (and keep) a SN la at the
3.4. Summary cluster redshift that explodes at timgand position(z, ).

In the previous section we addressed the type of all 29 can-This probability is split into the probability)* of detecting
didates thought to be SNe. However only the cluster-memberthe supernova and the probabilityhat the supernova passes
SNe la are of interest for the remainder of this paper. Thereall “light curve” cuts. As each SN has multiple chances for
are six “secure” cluster-member SNe la, and two “probable” detection, the total probability of detectiofi is a combina-
SNe la, for a total of eight. In addition, SCPO6E12 is a “plau- tion of the probabilities of detection in each observatibor
sible” SN la and may be a cluster member. Two other can-€xample, if we have two search visits at positiony), 7" ()
didates, SCP06N32 and SCP06M50, cannot be definitivelyis given by
ruled out as cluster-member SNe la, but are quite unlikaly fo () — _
reasons outlined above. We take eight cluster SNe la as the 0 (t) = m(t) + (1 —n(t))n2(t), 4)
most likely total. It is unlikely thaboth of the “probable”  wheren;(t) is the probability of detecting a SN la exploding at
SNe la are in fact SNe CC. We therefore assign a classificatimet in visit 4. In other words, the total probability of finding
tion error of ¥ for each of these, resulting in a lower limit  the SN la exploding at time is the probability of finding it
of seven cluster-member SNe la. There is a good chance thaf? Visit 1 plus the probability that it wasot found in visit
SCPO6E12 is a cluster-member SN |a’ while there is 0n|y al t|meslthe probablllty of f|nd|.n.g it in visit 2. _ThI_S can be
small chance that SCP06N32 and SCP06M50 are either clusgeneralized to many search visits: The contribution of each
ter SNe la. For these three candidates together, we assign additional visit to the total probability is the probabyliv not
classification error off(l), for an upper limit of nine. Thus, finding the SN in any previous visit times the probability of

8 + 1 is the total number of observed cluster SNe la. finding the SN in that visit. . .
In practice, we calculat®&(z, y) in two steps: First, we de-

4. EFFECTIVE VISIBILITY TIME termine the probability) of detecting a new point source in

With a systematically selected SN la sample now in hand,.?.hs.'nglz.'mage %S. a4f;1_ngt|on 02; t?e point source magnitude.
the cluster SN Ia rate is given by is is discussed if4.1 Second, for eactw,y) position in

the observed area we simulate a variety of SN la light curves

N3N Ta at the cluster redshift occurring at various times during th
ﬁv (1) survey. By considering the dates of the observations made
A during the survey at that specific position, we calculate the
whereNgy 12 is the total number of SNe la observed in clus- brightness and significance each simulated SN la would have

ters in the survey, and the denominator is the total effectiv in eachzssg andiz;5 image. We then use our calculation of

R:
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7 as a function of magnitude to convert the observed bright- in the bottom left of the figure for comparison. We use these
ness into a probability of detecting the simulated SN in eachfitted functions to calculate the effective visibility tintethe

observation. The light curve simulation is discusseg4r?. following section.
The calculation of cluster luminosities, (x, y), is discussed
in §5. 4.2. Simulated Lightcurves
4.1. Detection Efficiency Versus Magnitude We simulate SN la light curves with a distribution of

shapes, colors and absolute magnitudes. We use the (origi-
nal) sALT (Guy et al. 200% prescription in which the diver-
sity of SN la light curves is characterized as a two-paramete
family with an additional intrinsic dispersion in luminogi
The two parameters are the linear timescale of the lightecurv
(“stretch”, s) and theB — V' color excessg. For each simu-
lated SN,s andc are randomly drawn from the distributions
. = X shown in Figure6 (solid lineg. The stretch distribution is
process and our cosmic ray rejection (which uses the flux 0b-a56 o the observed distribution in passive hosts @ig.
served in the individual exposures). The point SOUrCeS are|ef nanel, grey histograjrin the first-year Supernova Legacy
placed on galaxies in positions that follow the distribot@ g, ,1yey (SNLS) sampleSullivan et al. 2008 Similarly, the
light in each galaxy. Poisson noise is added to each pixel in¢q)0 - gistribution is based on the observed color distidnt
the point source. The altered images are then run th.rougt’tFig_ 6, right panel, grey histograjnin the first-year SNLS
the full image reduction and SN detection pipeline useden th. sample Astier et al. 2006 The absolute magnitude of each
zgﬁigg,sand flagged candidates are compared to the inptit poiry; ., \iated SN is set to

We parameterize the detection efficiency by the ratio of Mp=-1931 —a(s— 1)+ Bc+ 1 (6)
point source flux to sky noise. This is a good choice because,
in most cases, the detection efficiency will depend only @n th where—19.31 is the magnitude of as = 1, ¢ = 0 SN la
contrast between the point source and the sky noise. Howeverin our assumed cosmologystier et al. 2008 o = 1.24,
there is an additional dependence on the surface brighttess # = 2.28 (Kowalski et al. 2008 and! is an added “intrin-
the location of the point source: point sources near the coresic dispersion”, randomly drawn from a Gaussian distriuti
of galaxies will have a lower detection efficiency due to ad- centered at zero with = 0.15 mag.
ditional Poisson noise from the galaxy. Fb6 < z < 1.5 We have chosen distributions that represent as accurately
galaxies, we estimate that orly10% of SNe will fall on re- as possible the full distribution of SNe la occurring in real
gions where galaxy Poisson noise is greater than the skg noisity. However, note that the control time is not actually very
(assuming SNe follow the galaxy light distribution). Stille sensitive to the assumed distributions. This is because, fo
take this effect into account by splitting our sample offarti  the majority of cluster redshifts in the survey, the detetti
cial point sources into four bins in underlying surface htig  efficiency is close to 100% during the time of the survey. Su-
ness. The detection efficiency is calculated separatelggh e  pernovae would thus have to be significantly less luminous in
bin (Fig. 5, top left panel). The first two bing, > 22.0 and order to change the detection efficiency significantly. la th
22.0 > p > 20.6 mag arcsec?, correspond to lower surface following section§4.3 we quantify the effect on the control
brightnesses where sky noise is dominant. As expected, theitime arising from varying the assumed SN la properties and
efficiency curves are very similar. In the third and fourth)i ~ show that they are sub-dominant compared to the Poisson er-
corresponding to higher surface brightness, the Poissise no ror in the number of SNe observed. All sources of systematic
from the galaxy dominates the sky noise, and the efficiencyerrors are also summarizedjé.2
drops as a result. To generate the simulated light curves in the observed

For reference, the distribution of sky noise in the sub- bands, we use thidsiao et al (2007 SN la spectral time se-
tractions is shown in Figur& (right panel). Nearly all  ries template. For each simulated SN, the spectral timeseri
the searched area has a sky noise level between 0.006 anig warped to match the selected cotoand redshifted to the
0.012 counts sed pixel~!. For a typical value of 0.008, we cluster restframe. Light curves are generated in the obderv
show the corresponding point soureg, magnitude on the  i775 andzgs filters using synthetic photometry, and the time

Here we calculate the probability of detecting a new point
source as a function of magnitude in a single subtraction. We
use a Monte Carlo simulation in which artificial point sowgce
of various magnitudes are added to each of the individual ex-
posure images from the survey, before they are combined us
ing MULTIDRIZZLE. Starting from the individual exposures
allows us to test both the efficiency of theuuriDRizzLE

top axis of the left panel. axis is scaled according to the chosen value. of
We find that the efficiency curve in each bin is well-  For each cluster, we calculaté(x,y) in bins of 50 x
described by the function 50 pixels @”.5 x 2".5). In each bin, we simulate 100 SN
. o light curves at random positions within the bin. For each-sim
n(z) = ?(1 +ae")[erf((x —¢)/d1) + 1], x <c ulated SN light curve, we shift the light curve in time across
(1 +ae™)ferf((z —¢)/d2) + 1], z>¢’ the entire range of observations, starting with maximurhntlig

(5) occurring 50 days before the first observation and endinlg wit
wherez is the ratio of point source flux to sky noise, and maximum light occurring 50 days after the last observation.
a, b, ¢, dy andds are free parameters. An error function is For each step in time we get thesy andi;75 magnitude of
the curve one would expect with a constant cut and Gaussiarthe SN at every date of observation. From the sky noise maps,
noise, but we find that two different scaleg @ndds) in the we know the noise at the position of the simulated SN in ev-
error function, as well as an additional exponential terre, a ery image. Using the curves in Figubewe convert the SN
necessary to describe the slow risejte= 1 at largez. This flux-to-noise ratio to the probability of the SN being deéett
slow rise is due to rarer occurrences, such as cosmic rays coin eachzgs, exposure. (Each simulated SN is also assigned a
inciding with new point sources. The fitted functions for the host galaxy surface brightness chosen from a distribution,
four bins are plotted in the top left of Figubeand reproduced  addition to the randomly selected ¢ and I parameters; we
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point source position. The efficiency curve is calculatquasately for each bin.
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left panel, the fitted curves are reproduced without offsetbmparison. Approximately 72,000 artificial point souraese used in total. The right panel shows
the distribution of the noise level in the subtractions. Tib&se level differs by a factor of about two from the deepestiallowest subtractions searched.
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Figure 6. Left panel:stretch distribution used for simulated SNel{d line)
and the stretch distribution of first-year SNLS < 0.75 SNe in passive
hosts Gullivan et al. 200B(grey histogram Note that the distribution is not
changed significantly by cutting the samplezat. 0.6. Therefore we do not
expect the sample to be significantly Malmquist biasRdyht panel: color
distribution of the first-year SNLS < 0.6 SNe (Astier et al. 200%(grey his-
togran) and the color distribution used for simulated SNelid line). The
dotted linesshow alternative color distributions used to assess thsilges
systematic error due to varying amounts of SNe being affectetlibt.

use the Fig5 curve that corresponds to this surface bright-
ness.) At the same time, we calculate the probability that th
SN passes our light curve cuts (using betk, andi75 sim-
ulated magnitudes). Multiplying these two probabilitieseg
the total probability of the simulated SN being includedhia t
sample if it peaks at the given date. Integrating the pradiabi
over time (the entire range of dates) gives the control tione f

each simulated SN. We take the average control time of the

100 SNe as the value for the given bin. The resulting control
time map,I'(z, y), therefore has a resolution 2f.5 x 2.5.
T(x,y) is shown for two example clusters in Figufe

4.3. Effect of Varying SN Properties

If the real distributions of SN la properties differs signif
icantly from those assumed in our simulation, thér,y)

maps we have derived could misrepresent the true efficiency
of the survey. Above we argued that the effect is likely to
be small because the detection efficiency is close to 100% for
most of the survey. Here we quantify the size of the possible
effect on the control time by varying the assumed distribu-
tions.

To first order, changing the assumed distributions afr
¢ or changing the assumed spectral time series will affect
the detection efficiency by increasing or decreasing thé-lum
nosity of the simulated SN. To jointly capture these effects
we shift the absolute magnitude of the simulated SNe la by
+9-2 mag and recalculate the control times. To first order, this
is equivalent to shifting the distribution byAs = 0.2/« ~
0.16 or shifting thec distribution by Ac = 0.2/8 ~ 0.09.

A —0.2 mag shift in absolute magnitude increases the control
time, decreasing the inferred SN la ratedyy. A +0.2 mag

shift decreases the control time, increasing the SN la nate b
8%. These effects are sub-dominant compared to the Poisson
error of > 30% in the number of SNe observed. (Sources of
error are summarized §6.2and Table.)

For the color distribution, in addition to a simple shift, we
also quantify the effect of including a smaller or largercfra
tion of SNe significantly reddened by dust. In fact, we have
good reasons to believe that most cluster SNe la will be in
dust-free environments. A large fraction of the stellar snas
in the clusters{ 80%) is contained in red-sequence galax-
ies expected to have little or no dust. Our spectroscopic and
photometric analysis (Meyers10) of the red-sequence galax
confirms this expectation. Therefore, for our defaulistri-
bution (Fig.6, right panel, solid line), we assumed ti2at%
of SNe (those occurring in galaxies not on the red sequence)
could be affected by dust, and that the extinction of these SN
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Figure 7. Example maps of effective visibility time for clusters ISCS 3241+3332 (F) and ISCS J1438.1+3414 (K). The dot denotesltiséer center and the

inner and outer circles represent 0.5 Mpc and 1.0 Mpc radispectively. The “noise” in these maps is due to the finite remit00) of SNe simulated at each
position. At lower redshift nearly all simulated SNe are remed at each position, whereas at higher redshift a siZedtéon of simulated SNe are missed,
resulting in a higher “noise” level.

would be distributed according ( Ay ) o exp(—Ay /0.33) 5.1. Galaxy Selection and Photometry

[the inferred underlyingdy, distribution of the SDSS-II sam- We use the stacked ;

h 75 and zgso band images of each
ple (Kessler et al. 2009. All SNe are assumed to have an in- ¢ ster which have total exposure times in the range 1060
trinsic dispersion in qolorto match the observed SNLS distr _ 4450 seconds and 5440 — 16,935 seconds, respectively.
bution atc < 0.3. It might be the case that even fewer SNe aré 5|55y catalogs are created using the method described in de
affected by dust, or (unlikely) more SNe are affected by dust | by 'Meyers10: We run SErRACTOR (Bertin & Arnouts
As extreme examples, we tested two alternative distribstio 1996 in dual-image mode using thes, image for detection
(dotted lines in Fig6). In the first, we assumed thatthe SNLS 5 (;se a two-pass Cold/Hot meth<5§gj>( et al. 2003 to op- '
sample was complete and characterized the-fdistribution, a1y de-blend galaxies. We remove stars from the catalog

with a negligible number ot > 0.4 SNe. This increases  p,qa4 on the CLASSTAR and FLUXRADIUS parameters
the control time by only2%. In the second, we increase the from the zgs, image.

fraction of dust-affected SNe fro@07% to 50%. Even though It is notoriously difficult to determine accurate total flsxe
this alternative distribution includes an additiora&l0% more for extended sources. However, as we are only concerned

reddened SNe (unlikely to be true in reality), the average co ity the summed flux of many galaxies, it is not important

trol time is only lower by9% (increasing the rate by07%). that the estimate be accurate for each individual galaxy, on
We use these values as the systematic error in the assumeglyt the estimate is unbiased in the aggregate. We use the
dust distribution. SEXTRACTOR MAG _AUTO photometry (which gives the to-
tal flux within a flexible elliptical aperture) and apply a oec-
5. CLUSTER LUMINOSITIES AND MASSES tion determined using the Monte Carlo simulation described

i ) . below. In order to make the aperture correction as small as
cluster and use the luminosity to infer a stellar mass. Only ajng that the MAGAUTO aperture is scaled to 5.0 times the
small subset of galaxies in each field have known redshifts,kron radius of the galaxy. MAGAUTO is only used to de-
making itimpossible to cleanly separate cluster galax@®f  termine 255, magnitudes;z-s — zgs0 colors are determined

field galaxies. Therefore, we use a “background subtrattion ysing PSF matching and a smaller aperture, as described in
method to estimate cluster luminosities statistically: smen Meyers10.

the luminosity of all detected galaxies in the field and sauitr
the average “background luminosity” in a non-cluster field. . . .
To increase the significance, we discard from both measure- -2+ Galaxy Detection Completeness and Magnitude Bias
ments all galaxies brighter than the cD galaxy (or estimated To count all the flux in all cluster galaxies, we must make
BCG magnitude when there is no obvious cD galaxy). This two corrections: (1) add the galaxy light outside of the
approach follows that cBharon et al(2007). For the blank  MAG_AUTO aperture, and (2) add the luminosity of all clus-
field, we use the GOOD& fields Giavalisco et al. 2004as ter galaxies below the detection. threshold of our galaxy cat
they have similarly deep or deeper observations in both ACSalog. We use a Monte Carlo simulation of galaxies placed
iz75 and zg50. We estimate cluster stellar masses based onon our real survey data to determlng both the detectlo.n effi-
the cluster luminosities and stellar mass-to-light ratiesved ~ ciency as a function of galaxy magnitude, and the fraction of
from stellar evolution models. galaxy light inside the MAGAUTO aperture. Each simulated
galaxy has &Sérsic (1968 profile, with the ®rsic indexn
simply selected from a flat distribution ranging fram= 0.7
29 Based on observations made with the NASA/ES#bble Space Tele- ton = 4.5, and the minor to major axis ratipselected from

scope The observations are associated with programs GO-94259583- @ flat distribution ranging frong = 0.3 to ¢ = 1. The dis-
and GO-10189 tribution of galaxy angular sizes will also affect the resul
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Figure 8. Percentage of simulated galaxies recovered by SRACTOR as Figure 9. Galaxy MAG.AUTO aperture correction as a function of galaxy
a function of total galaxysso magnitude for simulated galaxies placed on magnitude. Black circles: Average correction for the full distribution of
cluster fields iflack circleg and GOODS fieldsgrey squares The detection galaxies simulated, including allessic indices». Theblack lineis a fit to
efficiency drops to 80% afgso = 24.72 for cluster fields ¢ertical ling). We these points and is the relation we use. Note that it is noapatated beyond
discard all galaxies dimmer than this value. the range shown. To illustrate the effectrobn the aperture correction, we

plot the aperture correction for subsets of galaxies witfeint Srsic in-
dices Grey squares and triangl@sGalaxies with larger &sic indices have

For guidance on the size of the galaxies of concern (namely,a larger aperture correction.

those at 2 0.9) we turned to the subsample of the 672 galax-

ies having spectroscopic redshifts5 < z < 1.6. These 672 Note that the correction is not extrapolated beyond thedfitte
galaxies were all fit wittGALFIT (Peng et al. 2002 which fits range shown.

avalu_e forr.. Based on thg distribution ef as a fur_1ction of Because we cannot reliably determineor the %rsic in-
magnitude for these galaxies, we cheséor each simulated ey, for each galaxy, we rely on the simulated distribution
galaxy (based on its magnitude). A total of 15000 and 12000 of . and to accurately represent the true distributions. (The
simulated galaxies were placed on cluster and GOODS fieldsy|ack circles in Fig.9 include all simulated galaxies.) We
respectively. - . , have based our distribution of on actual galaxies, but is

~ The detection efficiency as a function of galaxy magnitude |ess well-known. To estimate the effect of varying thelis-

i shown in Figures. For the average of all cluster fields, yipytion, we showA M for subsets of the simulated galaxies,
the detection efficiency drops to 80% &k = 24.72. We  gjided by Srsic index (Fig9, grey points and lines)AM
use this magnitude as a cutoff in our selection, discardingjncreases with &sic index, because a largesic index im-
all galaxies dimmer than this magnitude. We later correct yjias a larger fraction of light in the outskirts of the gaax
total cluster luminosities for the uncounted light fromsee  nqer the detection threshold. This leads to a smaller esti-
galaxies by using an assumed cluster luminosity function. | mate of the Kron radius, and a smaller MA&JTO aperture.
reality, the detection efficiency varies slightly from fiell ¢ ‘instead of the flatt < n < 4 distribution used, all galax-
field (and even within a field) due to exposure time variations jes hadl < n < 2, the aperture correction would be lower
However, to first order, the variation is accounted for by us- j,y apnroximately. 10 magnitudes. If instead all galaxies had
ing the average efficiency in all fields. In addition, the kota 3°," 4 the correction would be higher by approximately
luminosity of zg5 > 24.72 cluster galaxies is expected to be o7 magnitudes. We us&07 mag as the systematic uncer-
small (as we show below), so slight changes in the cutoff will tainty in the aperture correction. (All systematic uncietias

have a negligible effect on the total luminosity. are summarized 6.2 and Tables.)
For each simulated galaxy, we determine the difference
(AM) between the MAGAUTO magnitude and the true 5.3. I-Corrections

total magnitude. Binning the simulated galaxies by their .
MAG _AUTO magnitude, we derive a relation betweAd/ ~ We use aK-correction based on the BCO3 stellar popula-
and the galaxy brightness (Fif, black circles). AM gen- tion spectral models to convert the observgg, magnitude
erally increases with galaxy magnitude because the otgskir {0 @ rest-frameB magnitude for each cluster. Rather than
of dimmer galaxies are increasingly buried in noise, caus-USIng a singlex’-correction for all the light in each cluster,
ing SEXTRACTOR to underestimate the true extent of the W€ apply ai’-correction to each galaxy magnitude based on
galaxy, and thereby underestimate the Kron radius, resulti 'S 7775 — 2850 color. For each cluster’s redshift, we deter-
in a smaller MAGAUTO aperture. We find that the relation Mine the relation betweek -correction (/5 (rest) —zss)

is well-fit by a second-order polynomial (Fi§, thick black andi77s — zg50 color, using BCO3 spectra with initial metal-

line). aiven b licities in the range).004 < Z < 0.05 and ages in the range
). 9 y 3 y S 1N
1 x 10° — 5 x 10” yr. For most cluster redshifts in our sam-
AM =0.238 + 0.081(Myrag_avro — 23) + ple, all of the spectra over this wide range fall along theesam
10.009(Masacavro — 232 @) line in K-correction versus color, meaning that the color de-

termines thd(-correction, regardless of the metallicity or age
We use this to correct the magnitude of each detected galaxyassumed. The dispersion of the models about the best-fit line
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is < 0.03 mag at redshiftsS 1.1 and > 1.4, and reaches
its largest value of 0.09 mag at= 1.26. We calculate the
K-correction for each galaxy using this best-fit relation, ef
fectively assuming that every galaxy is at the cluster rgdsh
This results in an incorrect luminosity for non-cluster mem
ber galaxies, but this is accounted for by performing theesam
K-correction on the galaxies in the GOODS fields prior to
subtracting their luminosity.

5.4. Luminosity function correction

We estimate the total luminosity of all galaxies below the
detection limit ofzg5y = 24.72 using aSchechtef1976 lu-
minosity function, which gives the number of galaxies in the
luminosity interval[ L, L + dL] in a given sample,

®(L)dL = ®*(L/L*)*e ¥/ d(L/L"). (8)

®* is a normalization* is a characteristic galaxy luminos-
ity, anda is a unit-less constant. The ratio of total to observed
luminosity is then

~Jo L®(L)dL

o Le(L)dL’ (9)

and we multiply each observed cluster luminosity by C to get

the total luminosity.
We assume values fdr* anda determined in other studies
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Table 5
Bright cutoff magnitudes and luminosity function parameters
z Cutoff from M Zéi},l;bs 2 s0,0bs C
A 1.45 Max cD 21.06 22.80 1.143
B 1.12 cD 20.11 21.38 1.033
C 0.98 ch 19.87 20.79 1.018
D 1.02 BCG 20.13 20.95 1.021
E 1.03 ch 19.40 20.99 1.022
F 1.11 Max cD 19.63 21.34 1.031
G 1.26 BCG 20.34 22.04 1.064
H 1.24 BCG 20.33 21.95 1.058
| 1.34 Max cD 20.65 22.37 1.092
J 1.37 Max cD 20.77 22.50 1.104
K 1.41 Max cD 20.92 22.65 1.122
L 1.37 Max cD 20.77 22.50 1.104
M 0.92 Max cD 18.78 20.53 1.014
N 1.03 BCG 20.22 20.99 1.022
P 1.1 Max cD 19.58 21.29 1.030
Q 0.95 (e1D] 20.01 20.66 1.015
R 1.22 Max cD 20.15 21.86 1.054
S 1.07 Max cD 19.44 21.16 1.026
T 0.97 Max cD 19.00 20.75 1.017
U 1.04 Max cD 19.31 21.04 1.022
\% 0.91 ch 18.89 20.49 1.013
W 1.26 Max cD 20.33 22.04 1.064
X 1.11 Max cD 19.63 21.34 1.031
Y 1.23 ch 20.29 21.90 1.056
Z 1.39 ch 20.85 22.58 1.112
Note. — “Cutoff from” refers to how M P™i8h¢ is determined. “cD”: magnitude

of visually central dominant galaxy. “BCG”: magnitude of visually classifieightest

and use our data to perform a rough Consistency check. Forluster elliptical (but not central) galaxy. “Max cD”: Cluster does not have miwicD

«, studies have shown that the value does not evolve muchgalaxy or clear BCG. In this casa/ ¢ is K -corrected fromM

from low redshift, at least for redder galaxies. Analyzimdyo
red galaxies in 28 clusters spannifig< z < 1.3, Andreon
(2008 find o = —0.91 £ 0.06 (rest-frameV-band) with
no discernible trend in redshift (see aldadreon 2006lz).
From five intermediate-redshift clustef$.f4 < z < 0.9),
Crawford et al(2009 find a somewhat flatter faint-end slope
a ~ —0.6 (rest-frameB-band) for the red-sequence lumi-
nosity function. Looking at the full luminosity function,
Goto et al.(2009 find « = —0.82 + 0.10 in one cluster at
z = 0.83 (rest-frameB-band), compared to = —1.00+0.06

in 204 low-redshift clusters (rest-framgband) Goto et al.
2002. In redder bandsStrazzullo et al(2006 find o ~ —1
for three clusters at redshifis1l < z < 1.27 (in approxi-
mately rest-frame band). Summarizing, most studies find a
value consistent withx ~ —0.9, and we assume this value in
computingC.

Values for M* are also reported in most of the above-
mentioned studies. Studies of red galaxies find that the vari
ation of M* with redshift is consistent with passive evolu-
tion, with A* decreasing towards higher redshifésfireon
2006¢ Crawford et al. 200p Crawford et al. (2009 find
Mg —21.1 and M}, ~ —21.3 (with errors of approxi-
mately a half magnitude) for two clusters at redshifts 017& a
0.83. K-correcting from the observed.6]-band, Andreon
(20069 find Mj, ~ —21.7 atz ~ 1.1, with approximately
0.5 magnitudes of evolution between= 0.3 andz = 1.1.

At lower redshift (considering all galaxie§oto et al.(2002
find M}, ~ —21.6, compared tal/}; ~ —21.0 for one cluster
atz = 0.83 (Goto et al. 200k On the basis of these measure-
ments, we assume a valuefofy = —21.7.

We have checked our assumaff; and« for consistency
with our data. With the set of spectroscopically-confirmed
cluster galaxies from our clusters at< 1.2, we confirmed
that the bright end of the luminosity function is consistent
with M} = —21.7, and strongly inconsistent with values out-

= —23.42, the
absolute magnitude of the brightest cD galaxy in the entire sample.

side the rangé/;; = —21.740.5. We also determined the lu-
minosity function using a statistical subtraction of thatk-
ground” luminosity function from the GOODS fields, finding
excellent agreement with the assum¢, ando values over
the range-24 < Mp < —19.8 (Mp = —19.8 corresponds
to the detection limit in the highest-redshift clusters).

For each cluster, we calculatéin the observer frame, con-
verting M} —21.7 to the observedsso band, using the
cluster redshift and & -correction based on a passive galaxy
template. In Tableés we report the value\/; . and the
resulting correctionC' for each cluster. The correction is
less than5% for the majority of clusters, rising to a maxi-
mum of 14% for the highest-redshift cluster. Varyingy
by +0.5 mag changes the average correction by ofij§,
which we take as the systematic uncertainty in the faint-end
luminosity correction §6.2).

5.5. Cluster Luminosities and Aggregate Cluster Profile

For each cluster we sum th&-corrected B-band lu-
minosity of all galaxies brighter than the detection limit
zg50 = 24.72 and dimmer than the bright cutoff magni-

tude,MZ;fﬁfbs, listed in Table5. In clusters with a central
dominant (cD) galaxy or dominant (but not central) bright-
est cluster galaxy(BCG), the bright cutoff magnitude istset
the magnitude of the cD galaxy or BCG. In clusters lacking
a clearly dominant galaxy, we conservatively set the cutoff
based on the absolute magnitude of the most luminous cD
galaxy in any clusterMp = —23.42 (from cluster XMMU
J2235.3-2557).

For each cluster we apply the same selection criteria and
K-corrections to the GOODS fields to determine the “back-
ground” specific to that cluster. The error in the luminos-
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ity comes from the error in this background determination, culation, using the entirely reasonable prior that the hosi
which we estimate in the following way: We select 30 non- ity density is decreasing with radius pask 0.6 Mpc. How
connected circular regions (15 in each of GOODS North and rapidly the luminosity density decreases will not have a sig
South) of radiud .4/, similar to the size of the cluster fields. nificant impact on the result, but as a convenient analytic de
We determine the luminosity density in each of these fields. scription we fit a3-model of the form

The average is taken as the background luminosity for the
cluster, and the standard deviation (typically 15 — 20 % ef th Yo

average) is taken as the error in this “background” lumityosi (14 (r/Teore)?)P

due to variations between fields.

We have implicitly assumed that the GOODS average ac-over the ranger < 0.6 Mpc and apply this function at
curately represents the cosmic average. GOODS incorporater > 0.6 Mpc. The data are well-fit by this model, with best-
only two widely separated fields. As a result, the average lu-fit parameters.,,. = 0.074 Mpc and = 0.91. Varying this
minosity density may differ from the cosmic average due to model luminosity byAY, = +20% (easily enclosing the al-
variations in large scale structure. As a rough estimatbeft lowed range of>.(r)) only changes our results hiy4%. This
cosmic variance, we compare the two GOODS fields. Theand other systematic uncertainties are summarized in Bable
average luminosity density of the GOODS-North regions is
consistently higher than that of the GOODS-South regions by
15 — 20%. This means that the “standard deviation” of these - 56, .Galaxy SUbsetS, , ]
two samples of large scale structure~i8%. We checked N addition to measuring the total luminosity of all galasie
this using the cosmic variance calculator made available byin the clusters, we also measure the total luminosity of only
Trenti & Stiavelli (2008%. The expected cosmic variance in  red-séquence galaxies and the total luminosity of only red-
galaxy number counts in the redshift window < » < 1.7~ Sequence, morphologically early-type galaxies. These-mea
for one GOODS field is approximately6%, in good agree- surements enable us to compute the cluster SN la rate specifi-
ment with our nive estimate. Conservatively, we tak as ~ Cally in these galaxy subsets. For the red-sequence-ordy me
the cosmic variance for one GOODS field. For #verageof surement we follow the same procedure as above, but elim-

the North and South fields, this implies a cosmic variance of iate from the analysis all galaxies with;; — zgs9 colors
8%/v/2 ~ 6% more than 0.2 mag from their respective cluster red seqgence

» (galaxy colors and cluster red sequences are determined as
in Meyers10). For the red-sequence early-type measurement
Sve make the same requirement in color, and additionally use
the quantitative morphology requirements of Meyers10. Mey
ers10 use two parameters, asymmetry and Gini coefficient, to
automatically divide galaxies into early- and late-typé-su
sets. Here we require the asymmetry to<be).10 and the

Gini coefficient to be> 0.40. We also require the galaxies

to be zg50 < 24 as the asymmetry and Gini coefficient are
somewhat less reliable at fainter magnitudes.

The luminosity profiles for these two subsets are shown in
the center and right columns of Figui®. The profiles are
broadly consistent with the profile of the full cluster lumi-
nosity (left column), but the “subset” profiles are much eett
measured. This is because by excluding bluer galaxies, we

L(r) = (10)

One might be additionally concerned that the “background
in the cluster fields is biased higher than the cosmic averag
because clusters form in regions of large-scale overdessit
However, each cluster field is a “pencil-beam” galaxy survey
so the vast majority of non-cluster galaxies will not be as-
sociated with the high-density region in which each cluster
formed.

Ideally one would measure a two-dimensional luminosity
density, L(x, y), for each cluster, as in EquatioB)( How-
ever, the large background makes this difficult. For our pur-
pose (which is to account for variations in control time with
radius), it is sufficient to assume the clusters have a circu-
larly symmetric luminosity distributionf.(r). For each clus-
ter, we sum the total luminosity in annuli of width 0.1 Mpc.

For nearly all clusters there is a clear overdensity retaliiv have eliminated much of the background while still retagnin

the background out to ~ 0.3 Mpc. Beyond0.3 Mpc, the lu- . ; )
minosity measurement is dominated by background noise forthe majority of cluster galaxies. The red-sequence subset ¢

i . tains77% of the luminosity of the full cluster withif.6 Mpc
most clusters. This might appear to be a problem; we wish ) 3 95
to characterize the cluster luminosities outrtg> 0.7 Mpc, (Table6). The red-sequence early-type subset of the

the area over which we searched for SNe. In fact, it is only light contained in the red-sequence subset. However, keep |
necessary to accurately measure dkierageluminosity pro- m||nd f[hat m;he earl);]-type sqbs?at we havﬁ excludgg > 24

file over the full area (the denominator of Egis the sum of ggtéﬂe%c\{\éggegszt,e);agi Lré%_usdeeclijlennéee gg;(?gg uzgietf?: °
the cluster luminosities, weighted by control time). Awgra ' o - <850 q 9 P

ing all 25 clusters, there is a significant measurement of the early-type” morphology requ!‘rements. " :

o : : Note that our definition of “red-sequence” here is a rela-
luminosity profile out ta> 0.5 Mpc (Fig. 10, left panels), and 010 Gimole one. It is sufficient to select a subsample of
the average cluster luminosity within < 0.6 Mpc has an ., 5re™ e galaxies for the purpose of looking for a de-
error of 12% (statistical only) and- 20% (statistical+ cos-

. . . . pendence of the SN rate with galaxy color within the clus-
gg?e\é?é?nce)' below the Paisson error in the number of SNeter. However, for measuring the red fraction in clusterg.(e.

Lo the Butcher-Oemler effecB{tcher & Oemler 19781984),
(thi?%gn?hrerz g}g x\?vcbfjiiﬁ/%?féglstgaaﬁnge?r?eraélztssg;r?g defining red-sequences with a constant color width for @l re
' Sz g th shifts is not idealAndreon 2006a The luminosity content of
the clusters) and the cluster luminosity density is low, mea o'\ hcets are reported above only to give the relativeosize
ing that these regions will not contribute greatly to theerat

) . : - each sample; a full analysis of the cluster content is beyond
measurement. Still, we include these regions in our rate cal the scope of this paper.

30 http://casa.colorado.edvitrenti/CosmicVariance.html
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Figure 10. Average luminosity profile of the 25 cluster®p row: Average luminosity density in the cluster fields in annuli adith 0.1 Mpc extending out from
the cluster center. The grey line and shaded region showstimated “background” luminosity in each annulus and theremathat background, respectively.
The darker grey region is the statistical-only error, whiie light grey is the statistical cosmic variance error, added in quadratuBettom row: The total
enclosed luminosity as a function of radius, derived by sudting the background from the total luminosity density intekin in the top row plot. The left plots
include galaxies of all colors and morphologies, while theteeplots include only galaxies witty75 — zs50 colors within40.2 mag of the red sequence in
their respective clusters. The right plots include onlyagags that satisfy the color requirement and also hayg < 24 and are morphologically early type. By
excluding bluer galaxies (center and right plots) the bamlid (and error) is reduced dramatically.

Table 6
Average cluster luminosities within < 0.6 Mpc
Cluster subset Nelusters z All galaxies (012 L¢ p) RS galaxies{0'2L¢ p) RSE galaxies{0'2Lg . g)
X-ray discovered 9 1.20 2.85+0.54 +0.44 2.41+0.16 £ 0.05 1.47 £ 0.12 +0.02
IR-Spitzer discovered 7 1.30 2.88 +£0.70 £ 0.52 1.83 +0.24 £0.07 0.96 +0.16 £ 0.03
Optical discovered 9 1.00 2.02+0.37£0.32 1.79 £0.09 + 0.03 1.31 £0.06 £ 0.01
z <12 14 1.03 2.18 £0.31 £0.33 1.82 £0.07 + 0.03 1.31 £0.05 £ 0.01
z>1.2 11 1.32 3.04 £0.57+0.54 2.28 +£0.19 +£0.07 1.22 4+0.14 +0.04
All Clusters 25 1.16 2.56 +£0.31 +0.42 2.02 £0.09 £ 0.05 1.27 £ 0.07 £ 0.02

Note. — “RS”: galaxies within+0.2 mag of the cluster red sequence. “RSE”: galaxies fulfilling the “RS” requirement, and#)o < 24, and morphologically early-type. The
first and second confidence intervals are the statistical error and cosmic variance erectjwvelgp These luminosities do not include the faint-galaxy correafion

5.7. Stellar Mass-to-Light Ratio Bell et al. (2003 hereafter Bell03) derive color-dependent

In order to compare SN rates at different redshifts or in dif- mass-to-light ratios as a function of various rest-framega

ferent environments, rates must be normalized by stellasma Icolors. dT?]‘?fse Imass-to-light réletiosélﬁave beenl “2558 in the
rather than stellar luminosity. Here, we convert our lunsino |OWer-redshift cluster rate studies &haron et al.(2007,

ity measurements to stellar mass measurements using an a sharon et al(2010, and by extensionDilday et al. (2010.

sumed stellar mass-to-light ratio. The observeg band cor- e chose to use the same mass-to-light rati'o for consistency
responds to approximately rest-frafieband for the most of ~ However, the Bell03 relations are basedugiz /K photom-

the clusters. In general3-band light is not a good tracer of €Uy Of low-redshift galaxies, corrected for evolutiorte- 0.
stellar mass, as it is sensitive to small amounts of young sta AS Such, they are not directly applicable at high redshift. A
(see, e.gMannucci et al. 2006 However, the majority of the ~ Stéllar population passively evolving from agea few Gyr
cluster light comes from red-sequence galaxies with lale ~ (8t= ~ 1) to> 10 Gyr (atz = 0) will dim significantly while

no recent star formation. For these galaxiBsband lightis ~ ONly growing slightly redder (see, e.g. BCO3), in a manner
not heavily affected by young stars and provides a reasenabl that does not follow the BellO3 relations.

stellar mass estimate. To account for a reduced massko-lig ,_Bell03 derived ?tellar masses by fitr:ing a grlidR‘#GASEZ |
ratio in the bluer galaxies, we use an assumed color-depende (F10C & Rocca-Volmerange 199&ynthetic galaxy spectra

mass-to-light ratio and the observiads — g5, galaxy color ~ €nergy distributions (SEDs) to galaxy photometry. = They
to obtain a mass-to-light ratio on a galaxy-by-galaxy hasis ~ @ssumed a galaxy formation redshift of = 4 and an
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Figure 11. Evolution of mass-to-light ratio versus color with redshifieft panel: Mass-to-light ratio as a function af — ¢ color atz = 0 and atz = 1.2
(typical redshift in this study). The grid of points sh@@GASE2 models with exponentially-decreasing star formation ratéth various time constants and
metallicitiesZ. A formation redshift of:y = 4 is assumed. As the models are evolved back in time from an ofasezushift ofz = 0 to an observed redshift
of z = 1.2, the mass-to-light ratio decreases and moves away from th@3Belation 6olid grey ling. Thedotted grey lineshows the relation used in this study
for z = 1.2. At z = 1.2 the offset from the Bell03 relation is0.36 dex, or a factor of 0.43Right panel:Same as left panel, but fgr— r color and for an
observed redshift of = 0.6, the typical redshift in the rate study S8haron et al(2010. The offset here is only-0.14 dex, or a factor of 0.72.

exponentially-decreasing or -increasing star formatigs: h 6.1. Results
tory. To estimate the effect of evolution from their= 0 re- The results are presented in Tafille We derive a rate in
lation to kgggeEr[-)redshéft, wel mal;}eas;)mllirgngmGA_SEZ-f the full cluster, in red-sequence galaxies only, and in red-
geﬂe(r)aécgi 1D SF";? evo \c/(ce)lg)relgnell(;i; d‘gﬁ:/esa'nmgg‘;tor_omsgquence early-type galaxies only. Each subset includes a
i’? ht rati g.ﬂ : M“ I g LOIh 04 different number of SNe: As discussedg.4, we have dis-
et i it ac higher redshife. the moduls are wel-fit COVeredia 1 cluster SNe, where the quoted uncertainty is due
c=U lati ith th 9 | ' I lizati to classification uncertainty (including uncertainty irttbh&N
_?_3(1 aere at|]9n Vf‘_’f't tfe sarrr}e SIope, blut_sma er norrga Izatlon {yne and cluster membership). Limiting the sample to only

' best- 'é offset drom the =0 re at'oﬂ '5;0'26 exat  gNe discovered in galaxies included in the red-sequence sub
z=09 6}!" h*0'4.4 ]‘?X atz = 1.45. We therefore assume a gt excludes SN SCPO6F12 and SN SCPO6CL are eliminated,
mass-to-light ratio o leaving6.5 + 0.5 cluster SNe la. The uncertainty here comes
0.9 from the uncertainty in the cluster membership and type of
1.45 SN SCPO6E12, which we couits + 0.5 cluster SNe la. Fur-

11 ther limiting the sample to only SNe discovered in galaxtes i

and linearly interpolate for intermediate redshifts= 1.2 is cluded in the red-sequence early-type subset, SN SCPOGE12

shown in Fig11). We have cross-checked these evolution off- fu?g)lfrphnsaétgioistgisshSouSéSgeatl?englis dgrl]\lrgelgﬂ\}vaiﬁig% ﬁ in%e
sets using the stellar population templates of BCO3 (wiéh th lassification error. The numberrcg?SNe la discove?edg in each
standard Padova 1994 evolution) and find results consisten bset including classificati . ved bigd
within 0.03 dex. Lrjldzfjt\,[mc uding classification error, is summarize

For each galaxy, wék-correct the observed ;s and zgs u SN Ia: . . )
magnitudes to rest-rame SDS%ndg magnitudes using the | We no_rm%hze tt)hedra}te in three dlffdert()ent w:ﬁys. ByoandF
method discussed i§b.3, and convert to a stellar mass using uminosity, byg-band fuminosity, and by stellar mass. For

: : : - h cluster, we use the visibility time mdjx,y) (e.g.
the above mass-to-light ratios. The cumulative massgtat-li eac ’ P e '
ratio (the ratio of thegtotal mass of all 25 clusters to the to- Fig. 7) and the measured luminosity (or mass) profile to carry

tal luminosity of all 25 clusters) i8¢ /L, o = 1.25 (see gg;rtghee(ljnt$%réals n e(?l:ﬁtlonZI lglvm]g thﬁ génel-lutrnm(_)sg%/ d
Table7, “denom”). For red-sequence galaxies only, the ratio . ' um ot tnése vajues for all 25 CIUSIers IS the de
is higher (1., /L — 1.38) due to the exclusion of bluer nominator of equationl), the total time-luminosity searched
galaxies Witﬁ)a Igﬁer inferred mass-to-light ratio in all clusters. This is shown in Tableunder *Denom” for

’ each sample. The rate is simphsn 1. divided by “denom,”

6. RESULTS AND SYSTEMATIC UNCERTAINTIES as in equationl). The contributions to the statistical and sys-
H i its for the full clust ¢ d tematic errors are summarized in TaBle
ere we present our results for the full cluster rate and 101 tpq \yejghted-average redshift, for each subsample is
two galaxy subset$6.1) and summarize contributions to the

uncertainty §6.2) in each. In;6.3we show that the rate result given by
in the subsets are not sensitive to the specific parameteds us S, T (z,9)Li(z, )

to select the subset. zZ= )

—0.48 4+ 0.485(u — g), =
logyg(Me/Lg,0) = { —0.66 + 0.485Eu — 53 z

(12)
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Table 7
Results
Environment Unit 2 Nsni1a Denom Rate (stat)  (sys)
Full cluster SNuB 1.14 8.0+1.0 1587 050 *52% +0.10
Full cluster SNug --- 15.96 0.50 tggg fgﬁég
Full cluster SNuM . 2241 036 1§ TO0F
Red-sequence SNuB  1.136.5+0.5 11.95 054 025 F0-07
+0:24  +0.07
Red-sequence SNug --- 1220 053 *92 iy
Red-sequence SNUM - - - . 17.61 037 To1i  Tobe
+0:39  +0.09
Red-sequence early-type  SNuB  1.1.0+0.0 7.29 0.82 930 oo0s
Red-sequence early-type  SNug - - - 759  0.79 18:52 18:83
Red-sequence early-type  SNuM- - - 1177 051 575 Toos
Note. — “Denom” is the denominator of equationl)( and has units of

10'2 Ly, years, 10" L, , years and 0'? M, years for rate units of SNuB, SNug
and SNuM respectively.

Table 8 assumptions on the control time is captured by varying the
Sources of Uncertainty assumed SN la absolute magnitudg.p). Variations of
+0.2 mag resulted in a rate changeﬂ%
CIZ ‘;'t'er Sge:énce Re‘i}';ﬁq_‘:e”ge (3) Control time: dust distribution:In §4.3 we assessed
Source of error ) q(%) ((}:’) s the impact of varying amounts of dust extinction on the con-
Saisical trol time. Assuming an unrealistically large amount of dust
Soisson o —= s affected SNe decreased the control time by 9% (increasing
Luminosity (stat) ;“122 ;‘g fg the SN rate bylo%), while decreasing the amount of dust-
Luminosity (cosmic var.) 116 14 i3 affected SNe increased the control time By (decreasing
' the SN rate by2%). We do not apply this systematic error
Total statistical T +as pt to the red-sequence or red-sequence early-type subsets, as
Systematic have independent evidence that the amount of dust is limited
SN type classification +13 +8 . in these environments.
Control time: varyingM g +8 +3 18 (4) MAG_AUTO correction: In computing the totakgsg
Control time: dust distribution ~ T1° luminosity of each galaxy, we made a correction to the
Luminosity: MAG.AUTO corr. 47 +7 +7 MAG _AUTO magnitude ranging from-10% atzgsg = 20
Luminosity: K -correction +3 +3 +3 to ~30% atzg59 = 25. Varying the range of. used in the
Luminosity: Faint galaxy corr. 15 simulation by+-1 affects the correction by-7%.
Luminosity:r > 0.6(0.8) Mpc ~ +4 +1 +1 (5) K-correction: In §5.3, we noted that the scatter of BC03
Total systematic 420 14 11 templates about the best—f(t-correction is typicall_y less than
-7 —12 —10 0.03 mag. We use this value as the systematic error on the
K-correction.
Total statistical + systematic #3537 i (6) Faint galaxy correction:The average correctiofi re-

ported in Tables is 1.054. VaryingM * by + 0.5 magnitudes

wherez;, L; andT; are the redshift, luminosity and effective results in an a\{erage correctlgn of 1.032 and 1'092?@5
visibility time of thei-th cluster, respectively. The weighted- and-+0.5 magnitudes, respectively. Thus, we as.sﬁég as
average redshift is slightly smaller for the red-sequemmk a the systematic error on the rate associated with this ciorec
red-sequence early-type galaxy subsets. This is becatrse in  This error is not applied to the red-sequence or red-seguenc
higher-redshift clusters, a smaller fraction of galaxiesetn  €arly type subsets as faint galaxy light is counted in thabe s
the subset requirements (seec 1.2 versusz > 1.2 average  Sets.

cluster luminosity in Tablé). (7) Luminosity at large radii:ln §5.5we assumed a model
for the cluster luminosity profile at > 0.6 Mpc (0.8 Mpc for
6.2. Summary of Systematic Uncertainties red-sequence and red-sequence early-type subsets).nyaryi

P he model luminosity byt+-20% resulted in a+4% change
Throughout the paper, we have highlighted and addressec?n the full cluster rate. The change is much smalted %)

ossible sources of systematic uncertainty. Here we summas .
Pize these sources. % Tab&we show thg relative contri- for the red galaxy subsets because the model is only used at
bution of each to the total systematic error, and compare to” > 0.8 Mpc.
sources of statistical error.

(1) SN type classificationThe uncertainty in the number 6.3. Effect of Varying Subset Requirements

of SNe observed in each galaxy subset was addres$édlin In selecting our red-sequence and red-sequence early-type
The fractional error in the rate is simply the fractionabeiin galaxy subsamples, we required red-sequence galaxies to be
the number observed. within +0.2 mag of the color of their cluster red sequence.

(2) Control time: VaryingMg: In our control time simula-  For early-type galaxies, we required the asymmetry parame-
tions, we assumed a distribution of SN la light curve shapester to be< 0.1 and the Gini coefficient to be- 0.40. It is
and absolute magnitudes. To first order, the impact of theseinteresting to test the sensitivity of the results to vaoiat in
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Figure 12. The effect of varying the width of the red sequence. The nomina
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Figure 13. The effect of varying the morphology parameter requirements.
NegativeA values correspond to a more strict selection and a highéypur
early-type galaxy sample. The requirements are asymrretdyl + A and
Gini coefficient> 0.40 — A. The nominal red-sequence early-type rate
corresponds ta\ = 0. The red-sequence half-width is fixed at 0.2 mag.
The inner and outer error bars represent the statisticat@atiuncertainty,
respectively.

the requirements. In Figurd and13 we vary the require-
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7. DISCUSSION AND CONCLUSIONS
7.1. Host-less Cluster SNe la

As reported by Dawson09, we have discovered one poten-
tial host-less cluster SN la among tRet 1 cluster SNe la.

SN SCPO6CL1 is projected near two possible host galaxies: A
zg50 = 21.6 spiral galaxyl”.1 West of the SN, and a sig-
nificantly fainterzgso = 24.6 galaxy0”.45 (~3.5 kpc at the
cluster redshift) Northeast of the SN (See Dawson09, Fig. 2)

The galaxy-subtracted SN spectrum clearly shows a SN la
at redshiftz = 0.98 near maximum light, consistent with the
light curve fit. The redshift of = 0.98 £ 0.01 is consistent
with the cluster redshift of 0.974. The bright spiral galasy
actually in the background of the clustergzat 1.091. Strong
[O1] emission is visible in the spectrum, along with Ca H &
K and Hj absorption. Unfortunately, the small separation be-
tween the main galaxy and the smaller galaxy to the Northeast
means that the spectrum of the smaller galaxy is dominated by
light from the larger galaxy, making it impossible to asse@ss
redshift. It is thus possible that the small galaxy is at lue-c
ter redshift and is the actual host of the SN. Alternativiieg,
small galaxy might be at the same redshift as the larger galax
and physically associated with it (either as a satellitexgal
or as part of the spiral structure of the galaxy).

We might hope to gain insight into the host from the SN
parameters. We expect the intracluster medium to host an old
stellar component. SNe occurring in this population would
have parameters similar to those in passive ellipticabgala
ies, namely a low stretch value. If the stretch werel.2,
we might be able to conclude that the SN came from a young
population (e.g.Brandt et al. 2010 However, the stretch of
SN SCPO6C1 is approximately 1.0 (Suzuki et al., in prepara-
tion), which is on the high side of the distribution in pagsiv
galaxies, but not unusual.

It is interesting to note that the SN is ority)”” (160 kpc)
projected radius from the center of the cluster, perhaps giv
ing more weight to the hypothesis that it is associated with a
diffuse intracluster stellar component.

Not being able to confirm or reject this SN as host-less,
we have an upper limit of one host-less SN out of a total of
8 + 1. Discovering one host-less SNe la out of seven total

would imply an intrinsic host-less SN la fraction M%f;@:"
(binomial 68% confidence intervals), and a 95% upper limit
of < 47%. These confidence intervals are similar to those
of lower-redshift host-less SN la constrain@Gal-Yam et al.

2003 Sharon et al. 200)Qalthough Gal-Yam et al. were able

ments and observe the effect on the rates. As requirements arto confirm the host-less nature of their SNe using deeper
made more strict (for example, narrowing the red sequence)follow-up imaging). The upper limit is consistent with di-
the total mass of the sample decreases. At the same timegect measurements of intracluster light at low redshift; bu
SNe fall out of the sample when their host galaxies are cut.does not strongly constrain evolution. A sample twice tie si
The Poisson error increases as the number of included SNeyr larger, with deeper follow-up to confirm host-less SNe la

shrinks.

would begin to place interesting constraints on hypothses

There is not a strong dependence of the SN la rate withthe formation of the intracluster stellar component from 1

galaxy color residual from the red sequence (Big). Even

in cluster galaxies that lie in a tight range around the red-

sequence=£0.08 mag), we find a SN la rate consistent with
the full cluster rate. Similarly, there is no significantrétend
with the purity of the early-type sample (Fi@3). We hap-

to today.

7.2. Comparison to Other Cluster Rate Measurements

pened to pick morphology requirements that yield a slightly  Cluster SN la rates have been reported at lower redshifts
higher rate than other choices, but such variations are ex-by several groups. In nearby (S 0.2) clusters, measure-
pected with small-number statistics and are accountedyfor b ments include those obharon et al.(2007) at = ~ 0.14,

the Poisson uncertainty in the result (Tabfeend8). Even in
the most-selective subsek (= —0.04), the rate is consistent
with the full cluster rate.

Mannucci et al(2008 at z ~ 0.02, andDilday et al.(2010
at z ~ 0.09 and z ~ 0.22. At intermediate redshifts,
Sharon et al.(2010 recently reported the rate 0.5 <
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z < 0.9 clusters (mediarr ~ 0.6). At higher redshifts,
Gal-Yam et al(2002 placed the first constraints on the>

0.8 cluster rate using a sample of three clusters at 0.83, 109 8 7 6 5 4 3 2
0.89 andz = 1.27. However, their SN sample included only o . 1 T 1 ' '

one firm SN la atz = 0.83. The resulting rate has corre- 107 = Sharon et al. (2010) x1.38 i
spondingly large uncertainties and essentially placeg anl = Sharon et al. (2007) xt
upper limit on thez > 0.9 cluster rate. Our result is thus a Mannucci et al. (2008) .

large step forward in the measurement of the SN rate in the

_1)

Time since z; =3 in Gyr

Dilday et al. (2010)
This Work
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highest-redshift clusters. K
In Figure 14 we compare our full cluster rate to the "o
lower-redshift rate measurements that have been normalize =
by stellar mass, permitting a comparison across redshifts. =
Here we have made an adjustment to the value reported by S
Sharon et al(2010. Sharon et al. used the mass-to-lightra- o
tio of Bell03 for the SDSS; andr bands, but did not apply g
a correction for evolution between~ 0.6 andz = 0. Us- s 10! -
ing the method described 5.7 we find that a—0.14 dex - ]
w

offset should be applied to the mass to account for evolution i
from z = 0.6 to z = 0 (Fig. 11, right pane). We therefore T
adjust the reported rate of Sharon et al. upward by 0.14 dex
(38%). The rate compilation of Maoz10 reflects this adjust-
ment. Whereas the adjusted Sharon et al. rate shows an in L L L L L L L
dication that the cluster rate is increasing with redstidt, 00 02 04 06 08 10 12 14
the first time we find an increasing rate with high significance o

(> 20).

We point out that the popular A + B’ model Figure 14. Cluster rate measurements (all galaxy types) from this wotk an
. . - . g the literature. The rate &haron et al(2010 shown has been adjusted up-
(Scannapleco & Bildsten 20@$ insufficient for descrlblng ward by 38% from the reported rate (see text). The top axis/stbe time

the change in cluster rate with redshift. In this model the elapsed since an assumed cluster formation redshift; o= 3. The solid
SN rate is the sum of a term proportional to the total stel- grey linerepresents the best-fit power-law DT (¢)  ¢*), while thedot-
lar mass and a term proportional to the recent star formationted grey lineshow the range ofo error ons.

rate: Rsx 1a = AM, + BM,. This simple model is conve-

nient for predicting the SN rate in environments with vary- sepye a higher rate in the full cluster than in these subsesnpl
ing amounts of recent star formation as it accounts for the pannuycci et al(2008 find similar limits on the contribution
increased SN la rate at short delay times. (In fact, we useyq the cluster rate from late-type galaxies at low redshift.

this model in Meyers10 to derive limits on the expected ratio \yjith the inferred stellar ages, the cluster rate measure-
of SNe la to SNe CC in early-type galaxies.) However, be- ments can be interpreted as the DTD, after a correction: the
yond the fact that it matches predictions of an increasesl rat ¢|yster rate measurements are normalizectinyent stellar

at short delay times, it is not theoretically motivated. B1p 355 whereas the DTD is normalizedibitial stellar mass.
ticular, it is not detailed enough to describe the clustég ra The DTD W(t) is therefore related to the cluster rate by
observations: In clusters, thécomponent is dominant at all U(t) = n;(t)RSN 1a(t) Wherem(t) is the fraction of stel-
redshifts observed. ASL. is not changing significantly with |5 mass remaining at time after the star formation burst.
redshift, the rate would be expected to remain constantrunde gig||ar population synthesis models (e.g., BCOBEEASER)

this model. To describe these observations, we require a DTDghoy that over the age range of interesé(to 11 Gyr) the
model wherein the rate decreases at large delay times (as i§te|lar mass declines by about 10%. We follow Maoz10 in us-
does in most theoretically-motivated models). ing the stellar mass decline tabulated by BC03, but cordecte
by m(t) = 1 — 0.7mys(t) to effectively convert from the
Salpeter IMF used in BCO3 to a “diet” Salpeter IMF. We find

7.3. The Cluster SN la Delay Time Distribution :
a best-fit value of

To illustrate the cluster rate constraints on the DTD, We pa-
rameterize the late-time delay time distribution with a pow
law in time, (¢) « ¢*. A power law is not only a conve-
nient parameterization in the face of limited data, but is a and in Figurel4, we plotRsn 1a(t) = Y(t)/m(t) for this
theoretically-motivated function for the DD scenario, whe value. Thex? of the best-fit model is particularly small: 0.76
the late-time{ = 1 Gyr) DTD shape is set by the distribution for 4 degrees of freedom. (The probability of finding a snralle
of WD separation after the second CE phaSesfgio 200% x? value is~ 6%.) Varying our assumption of; = 3 does

The cluster rates constraib(¢) from delay times of a few  not have a significant impact on the results, given the mea-
Gyrto~ 10 Gyr. Here, we assume that the cluster ages corre-surement uncertainty. With; = 4, we finds = —1.43 and
spond to the elapsed time since a formation redshifcf 3 with zy = 2.5, s = —1.21. (See Maoz10 for a detailed treat-
(Fig. 14). This is consistent with measurements of cluster ment of variations from the single-burst assumption.)
elliptical galaxies showing that star formation was mostly  This result is consistent with measurements of the late-tim
completed by this redshift (e.g5obat et al. 2008 Our rate DTD in the field (Totani etal. 2008 It is also consistent
measurements in red and early-type galaxies provide a goodvith the value ofs ~ —1 typically predicted for the DD
consistency check that recent star formation does notfsigni scenario (but note that this prediction can vary depending o
icantly contribute to the SN la rate: if it did, we would ob- the distribution of WD separation). Most predictions for the

s=—1.31707%, (13)
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SD scenario show a steeper late-time DTGrgggio 2005
Ruiter et al. 2009Mennekens et al. 20)@ith an effective
value fors ranging froms ~ —1.3 (Greggio 200%to s < —3
(Mennekens et al. 20)0However, some groups have found
that the SD scenario could be consistent withk —1 given

the right combination of main sequence and red giant secon
daries Hachisu et al. 2008

constraints on models for binary evolution and SN la progen-
itor scenarios.

We thank Eric Bell and Dan Maoz for helpful discussion.
T. M. is financially supported by the Japan Society for the
Promotion of Science (JSPS) through the JSPS Research Fel-
lowship. C. L. is financially supported by the Australian
Research Council (ARC) through the ARC Future Fellow-
In this paper. we have made a measurement of the hiah ship program. Financial support for this work was provided
redshift cFI)ugter' SN la rate. Thanks to an unusuall cor%--by NASA through program GO-10496 from the Space Tele-

: . y scope Science Institute, which is operated by AURA, Inc:, un
plete dataset (particularly for a rate study) the measuneme o 'NASA contract NAS 5-26555. This work was also sup-
Is quite robust, with statistical and systematic unceti@son o404 in part by the Director, Office of Science, Office of
gﬁirftw{;\rl]eor:i bﬁﬁteﬁttggceﬂf?rﬁuﬁgﬁ?;ﬂgfg{fﬁ?tfg aat I%vtvtred High Energy and Nuclear Physics, of the U.S. Department of
the fneasurgemgnt' P q Sp Energy under Contract No. AC02-05CH11231, as well as a

' JSPS core-to-core program “International Research Né&twor
e The SN classification approach takes advantage of allfor Dark Energy” and by a JSPS research grant (20040003).
relevant information. Thanks to the “rolling search” The authors wish to recognize and acknowledge the very sig-
strategy of the survey and the nearly complete spec-hificant cultural role and reverence that the summit of Mauna
troscopic follow-up, most candidates have a full light Kea has always had within the indigenous Hawaiian commu-
curve and a host galaxy redshift, greatly reducing clas- nity. We are most fortunate to have the opportunity to cohduc
sification uncertainty. observations from this mountain. Finally, this work woutat n
N ) have been possible without the dedicated efforts of the day-
The position-dependent control time allows one to cal- time and nighttime support staff at the Cerro Paranal Obser-
culate a supernova rate given an arbitrary observing pat-yatory.
tern and luminosity distribution. Facilities: HST (ACS), Subaru (FOCAS), Keck:l (LRIS),
Keck:Il (DEIMOS), VLT:Antu (FORS2)

7.4. Conclusions

The control time calculation includes a full distribution
of SN properties and the systematic uncertainty associ-
ated with the assumed distribution is carefully quanti-
fied. Thanks to the depth of the observations, the _de—Amanu”ah R etal 2010. ApJ. 716. 712

tection emC'enCy approaches 100% durlng_the peI’IOd Andreon, S. 2606a, in The Fa‘ljbﬁlous’Destiny of Galaxies:dsnigl Past and
of the survey for most of the clusters, meaning that the Present, ed. V. Le Brun, A. Mazure, S. Arnouts, & D. Burgaedi63

i i i Andreon, S. 2006b, MNRAS, 369, 969

systematic uncertainty is low. A 06 AGA. 448, 447
St_atistjt_:al u_ncertainties assog:ia_ted With t_he cluster lu- A_n'dzrgg?,j '\5/'_',\'5.? S}osp%%,lpgofl%uddu, E., Giordano, L., & Cariat H. 2008a,
minosities, including both statistical variations and-cos ~ MNRAS, 383, 102 _ ,
mic variance, are included in the total uncertainty. Andreon. 8., Puddu, E., de Propris, R., & Cuillandre, J. 0BNRAS,
Also, light in the outskirts of each galaxy (outside the andreon, S., valtchanov, 1., Jones, L. R., Altieri, B., Brentd., Wilis, J.,
SEXTRACTORMAG _AUTO aperture) is accounted for. A lilerrg, Mi' c? ggérgaRgA Hﬁgog,l MNRAS, 359, 1250
This i ignificant component of th | cluster lu- £Ster. =, etal. 2U96, AcA, 24/,

S IS a significa t component of the total cluster lu Aubourg,E., Tojeiro, R., Jimenez, R., Heavens, A., Strauss, M. A., &
minosity. Spergel, D. N. 2008, A&A, 492, 631
. Barbary, K., et al. 2009, ApJ, 690, 1358
Cluster SN la rate measurements are normalized con-Belczynski, K., Bulik, T., & Ruiter, A. J. 2005, ApJ, 629, 915
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